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The interaction between ZnO nanoparticles (NPs) and lysozyme has been studied using calorimetric as well as
spectrophotometric techniques, and interpreted in terms of the three-dimensional structure. The circular dichroism
spectroscopic data show an increase in R-helical content on interaction with ZnO NPs. Glutaraldehyde cross-linking
studies indicate that the monomeric form occurs to a greater extent than the dimer when lysozyme is conjugated with
ZnONPs. The enthalpy-driven binding between lysozyme andZnOpossibly involves the region encompassing the active
site in the molecule, which is also the site for the dimer formation in a homologous structure. The enzyme retains high
fraction of its native structure with negligible effect on its activity upon attachment to NPs. Compared to the free
protein, lysozyme-ZnO conjugates are more stable in the presence of chaotropic agents (guanidine hydrochloride and
urea) and also at elevated temperatures. The possible site of binding of NP to lysozyme has been proposed to explain
these observations. The stability and the retention of a higher level of activity in the presence of the denaturing agent of
the NP-conjugated protein may find useful applications in biotechnology ranging from diagnostic to drug delivery.

Introduction

Adsorption of proteins on inorganic surfaces may lead to
structural and functional changes1,2 that are dependent on both
the nature of the adsorbed proteins and the physicochemical
properties of the inorganic surfaces.3,4 Protein surface recognition
offers a powerful tool in understanding protein-protein interac-
tion,5 which is a key aspect of many complex cellular functions.6

Nanoparticles (NPs), because of their small size, have distinct
properties compared to the bulk form of the same material, thus
offering many new developments in the fields of biosensors,
biomedicine, and bionanotechnology. The adsorption of protein
on NPs and its consequence on the structure and function are
strongly dependent on the size and shape of the NPs.7

Chicken egg white lysozyme (molecular weight (MW) = 14.6
kDa) is a small globular protein, consisting of 129 amino acid
residues with four disulfide bonds. The importance of lysozyme
relies on its extensive use as a model system to understand the
underlying principles of protein structure, function, dynamics,
and folding through theoretical and experimental studies.8,9 High
natural abundance is also one of the reasons for choosing

lysozyme as a model protein for studying protein-NP interac-
tion. Another important aspect of lysozyme is its ability to carry
drug.10 According to the X-ray crystal structure, lysozyme
possesses a relatively rigid structure.11 It contains six tryptophan
(Trp) residues. Three of them are located in the substrate binding
site, two are located in the core hydrophobic region, and one is
separated from all other residues. Trp62 and Trp108 are the most
dominant fluorophores.12

NPs have been widely explored for a wide range of biotechno-
logical applications from sensing to drug delivery. In the past few
years, there has been a great deal of work to identify the
interaction of lysozyme with silica and single-walled carbon
nanotubes of varying shape and size.13,14 It is reported that
lysozyme retains a considerable amount of native-like secondary
and tertiary structure when adsorbed on small hydrophilic silica
NPs as compared to that on larger NPs. The fact that NPs with
greater surface area cause higher degrees of perturbation of
structure and function of the protein has also been shown by
studying the effect of the increasing size of silica NPs on the
thermodynamic stability and enzymatic activity of RNase A.15

Despite all these studies, little is known about the fundamental
role of NPs in governing protein structure and function, and the
region on the protein surface where NPs bind still remains
nebulous. Zinc oxide (ZnO), with wide band gap (3.3 eV) and
high excitonic binding energy (60 MeV), is a potential nanoma-
terial for biomedical application because of its biocompatibility

*Corresponding author. E-mail: pinak@boseinst.ernet.in.
(1) Larsericsdotter, H.; Oscarsson, S.; Buijs, J. J. Colloid Interface Sci. 2001, 237,

98–103.
(2) Billsten, P.; Carlsson, U.; Jonsson, B. H.; Olofsson, G.; Hook, F.; Elwing, H.

Langmuir 1999, 15, 6395–6399.
(3) Hobora, D.; Imabayashi, S.-I.; Kakiuchi, T. Nano Lett. 2002, 2, 1021–1025.
(4) Roach, P.; Farrar, D.; Perry, C. C. J. Am. Chem. Soc. 2005, 127, 8168–8173.
(5) Janin, J.; Bahadur, R. P.; Chakrabarti, P.Q.Rev. Biophys. 2008, 41, 133–180.
(6) Degterev, A.; Lugovskoy, A.; Cardone, M.; Mulley, B.; Wagner, G.;

Mitchison, T.; Yuan, J. Y. Nat. Cell Biol. 2001, 3, 173–182.
(7) Shang,W.; Nuffer, J. H.;Muniz-Papandrea, V. A.; Colon,W.; Siegel, R.W.;

Dordick, J. S. Small 2009, 5, 470–476.
(8) Buck, M.; Schwalbe, H.; Dobson, C. M. Biochemistry 1995, 34, 13219–

13232.
(9) Ghosh, A.; Brinda, K. V.; Vishveshwara, S. Biophys. J. 2007, 92, 2523–2535.
(10) Zhang, Z.; Zheng, Q.; Han, J.; Gao, J.; Liu, J.; Gong, T.; Gu, Z.; Huang, Y.;

Sun, X.; He, Q. Biomaterial 2009, 30, 1372–1381.

(11) Blake, C. C. F.; Koenig, D. F.; Mair, G. A.; North, A. C. T.; Phillips, D. C.;
Sarma, V. R. Nature 1965, 206, 757–761.

(12) Imoto, T.; Foster, L. S.; Ruoley, J. A.; Tanaka, F. Proc. Natl. Acad. Sci.U.
S.A. 1972, 69, 1151–1155.

(13) Asuri, P.; Bale, S. S.; Pangule, R. C.; Shah, D. A.; Kane, R. S.; Dordick, J.
S. Langmuir 2007, 23, 12318–12321.

(14) Vertegal, A. A.; Siegel, R.W.; Dordick, J. S.Langmuir 2004, 20, 6800–6807.
(15) Shang, W.; Nuffer, J. H.; Dordick, J. S.; Siegel, R. W. Nano Lett. 2007, 7,

1991–1995.



DOI: 10.1021/la903118c 3507Langmuir 2010, 26(5), 3506–3513

Chakraborti et al. Article

and high stability.16-18 It has been reported that ZnO nanowires
get solubilized in biofluids after a survival time of a few hours,
which may find applications in drug delivery.19

In the present paper, we show that lysozyme, when bound to
ZnO NPs of 7 nm diameter at pH 7.4, takes on a more regular
structure in comparison to its free form. Isothermal calorimetry
(ITC) has been used to quantify the interaction.When conjugated
to NP, lysozyme undergoes a lesser degree of unfolding induced
by guanidine hydrochloride (GdnHCl) and urea, and as a result,
some residual activity is retained in the presence of denaturing
agent. A molten globule intermediate can be detected in the urea-
induced unfolding of the protein in the presence of NPs. ZnO
possibly binds around the active site of lysozyme and prevents the
dimerization of the molecule.

Experimental Section

Materials. Chicken egg white lysozyme and Micrococcus
lysodeikticus cells were purchased from Sigma (St. Louis, MO)
as salt-free, dry powders and were used without further purifica-
tion. GdnHCl, urea, glutaraldehyde, and all other chemicals were
purchased from Merck, India, and used as received. All other
reagents were of analytical grade, and double-distilled water was
used throughout the experiment.

NPPreparation. ZnOquantumdots (QDs) were prepared by
wet chemical route,20 using zinc nitrate hexahydrate (Zn(NO3)2 3
6H2O) as a precursor. Ten millimolars of the compound was
sonicated in water to get a clear solution. Twenty millimolar
NaOHwas also sonicated inwater and added dropwise to the zinc
nitrate solution with stirring. The solution was allowed to stir for
4-5 h. The precipitate was centrifuged, washed three to four
times, and collected after drying at 70 �C.
Sample Preparation.Abuffer solution, consisting of 0.1mM

sodium phosphate at pH 7.4, was used in all the experiments.
Protein solution (concentration 10 μM) was exhaustively dia-
lyzed; using membrane (Spectra biotech membrane; molecular
weight cutoff (MWCO) = 3500, Spectrum Laboratories, Comp-
ton, CA) against buffer solution at 4 �C. For studying NP-lyso-
zyme interaction a fixed amount of the NP solution was added to
the protein solution, mixed by vortexing, and incubated at room
temperature for overnight. Longer incubation time did not alter
the spectroscopic results. For unfolding studies, urea solutionwas
prepared immediately before use. Commercially available
GdnHCl powder was used for preparing 10MGdnHCl solution.
Different amounts of the stock solution of urea orGdnHCLwere
used to obtain samples with 0-8 M concentration of urea and
0-6MGdnHCl, butmaintaining the sameprotein concentration.
A fixed amount (0.01 M of dithiotheritol (DTT) was used for
reducing the disulfide bonds.

Circular Dichroism (CD) Spectropolarimetry. We mea-
sure the far-UV CD spectra to evaluate the structural change of
lysozyme induced by the addition of ZnO NP. The CD spectra
were obtained using a JASCO-810 spectropolarimeter equipped
with a thermostatically controlled cell holder. Protein concentra-
tion was 10 μM for all the experiments. The far UV region was
scanned between 200 and 260 nm with an average of three scans
and also a bandwidth of 5 nm at 25, 70, and 80 �C, respectively.
The final spectra were obtained by subtracting the buffer
contribution from the original protein spectra. The CD results
were expressed in terms of mean residual ellipticity (MRE) in

deg 3 cm
2
3 dmol-1 according to the following equation:

MRE ¼ fobserved CD in ðm degÞg=Cpnl ð1Þ
Cp is themolar concentration of protein, n is the number of amino
acid residues (129), and l is the path length (0.1 cm). Deconvolu-
tion of the far-UV CD spectra to determine percentage composi-
tion of the different secondary structural elements was done with
CDNN (http://bioinformatik.biochemtech.uni-halle.de/cd-spec/
cdnn).

Fourier Transform Infrared (FT-IR) Spectroscopy. Ten
milligrams of lyophilized lysozyme powder was added to a
solution containing 0.1 mg of ZnONPs and made (using SPEED
VAC, Savant, Inc.) into a dry powder (protein/NP ratio of 100:1).
Protein FT-IR spectra were recorded on a Perkin-Elmer spectro-
meter equipped with a DTGS KBr detector and a KBr beam
splitter. All the spectra were taken via the absorbance mode with
constant nitrogen purging. Spectra were obtained at 4 cm-1

resolution with 50 scans. Spectra of background were collected
and subtracted from the original protein spectra. If not specifi-
cally mentioned, all the spectra were collected in the range of
1400-1800 cm-1.

Fluorescence Spectroscopy. Fluorescence spectroscopy was
used tomonitor the tertiary structural change in lysozyme induced
by ZnO NP. All measurements were carried out using a Hitachi
F3000 spectrofluorimeter with 10 μMprotein concentration. The
slits were 5 nm for excitation and emission scans. Fluorescence
was measured by excitation at 295 nm and emission at 310-
430 nm. Unfolding of lysozyme was monitored by noting the
changes of Fluorescence λmax as a function of GdnHCl concen-
tration. The signals were fitted to an equation describing a two-
state model of unfolding.21 8-Anilinonaphthalene-1-sulfonic acid
(ANS), a hydrophobic fluorescence dye, is popularly used to
monitor the exposure and/or disruption of hydrophobic patches
of protein during its unfolding/folding process.22 We also used
ANS fluorescence to study ANS binding; the excitation wave-
length was set at 340 nm, and the emission spectra were recorded
in the range of 440-600 nm.

For fluorescence quenchingmeasurements,ZnONPwasadded
to the protein from a 500 μM stock solution. The fluorescence
intensities were determined at the λmax and inner filter correction,
and data analysis was done using the Stern-Volmer equation:23

FO=FC ¼ 1þKSV � ½NP� ¼ 1þKqτ0½NP� ð2Þ
Fo and Fc denote the steady-state fluorescence intensities in the

absence and in the presence of a quencher (ZnONP), respectively;
KSV is the Stern-Volmer quenching constant, and [NP] is the
concentration of quencher. Kq is the bimolecular quenching
constant, and τ0 is the lifetime of fluorophore. Equation 2 was
used for determining KSV.

ITC. ITC measurement was performed on a VP-ITC calori-
meter (Microcal Inc., Northampton, MA). Lysozyme was dia-
lyzed extensively against 0.1M sodium phosphate buffer, and the
ligand (ZnO NPs) was dissolved in the last dialysate. A typical
titration involved 12 injections of the NPs (20 μL aliquot per
injection from a 400 μM stock solution) at 5 min intervals into
the sample cell (volume 1.4359 mL) containing lysozyme
(concentration, 35μM).The titration cellwas stirred continuously
at 310 rpm. The heat of the ligand dilution in the buffer alone was
subtracted from the titration data for each experiment. The data
were analyzed todetermine the binding stoichiometry (N), affinity
constant (Ka), and other thermodynamic parameters24 of the

(16) (a) Singh, S. P.; Arya, S. K.; Pandey, P.; Malhotra, B. D.; Saha, S.;
Sreenivas, K.; Gupta, V. Appl. Phys. Lett. 2007, 91, 063901.
(17) Wu, Y. L.; Lim, C. S.; Fu, S.; Tok, A. I. K.; Lau, H. M.; Boey, F. C.; Zeng,

X. T. Nanotechnology 2007, 18, 215604.
(18) Kumar, A. S.; Chen, M. S. Anal. Lett. 2008, 41, 141–158.
(19) Guo, D.; Wu, C.; Jiang, H.; Li, Q.; Wang, X.; Chen, B. J. Photochem.

Photobiol. B 2008, 93, 119–126.
(20) Joshi, P.; Chakraborti, S.; Chakrbarti, P.; Haranath, D.; Shanker, V.;

Ansari, Z. A.; Singh, S. P.; Gupta, V. J. Nanosci. Nanotechnol. 2009, 9, 6427–6433.

(21) Pace, C. N. Methods Enzymol. 1986, 13, 266.
(22) Semisotonov, G. V.; Rodionova, N. A.; Kutysheno, V. P.; Elbert, B.;

Blank, J.; Pitiqyn, O. B. FEBS Lett. 1987, 224, 9–13.
(23) Lakowicz, J. R. Principle of Fluorescence Spectroscopy, 3rd ed.; Springer:

New York, 2006; 278-285.
(24) Goobes, G.; Goobes, R.; Shaw, J. W.; Gibson, M. J.; Long, R. J.;

Raghunathan, V.; Schueler-Furman, O.; Popham, M. J.; Baker, D.; Campbell,
T. C.; Stayton, S. P.; Drobny, G. P. Magn. Reson. Chem. 2007, 45, S32–S47.
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reaction usingOrigin software. Calorimetric titration of lysozyme
with ZnO NPs was carried out at 25 �C. The reported thermo-
dynamic quantities were the average of two parallel experiments.

Glutaraldehyde Cross-Linking. A glutaraldehyde cross-
linking experiment was carried out to monitor the oligomeric
status of lysozyme in the presence of ZnONPs. Ten micromolars
of protein was treated with 0.1 and 0.2% glutaraldehyde and
incubated at room temperature for different time period. The
reactionwas then terminatedby the additionof 1MTris-HCl (pH
8.0) and 1X sodium dodecyl sulfate polyacrylamide gel electro-
phoresis (SDS-PAGE) gel loading buffer. After being boiled in a
water bath,25 samples were loaded on 10% tris-glycine SDS-
PAGE along with a molecular weight marker from Bio-Rad.
The bands were subjected to densitometry analysis (using the
MOLECULARANALYST software (Bio-Rad, USA) for deter-
mining the dimer/monomer ratio.

Lytic Activity of Lysozyme. The rate of lysis ofMicrococcus
lysodeikticus (M. luteus) by lysozymewasmeasured as reported.26

The lytic activity was monitored turbidometrically at 450 nm at
pH 7 and 30 �C. To a 1 mL suspension ofM. luteus in 0.1 mM of
sodium phosphate buffer, 50 μL lysozyme solution was added.
Change in the turbidity at 450 nmwas recordedperminute using a
Shimadzu UV-2401 spectrophotometer with a thermostatically
controlled cell holder. One unit is equal to a decrease in turbidity
of 0.001 per minute at 450 nm at pH 7.0 and 30 �C under the
specified conditions. The formulas used to obtain the activity are
given below.

Units=mg ¼
ðΔA450=minute � 1000Þ=ðmg enzyme in reaction mixtureÞ ð3Þ

MgP=mL ¼ A280 � 0:39 ð4Þ
Determination of Binding Stoichiometry between Lyso-

zyme and ZnO NPs by UV Spectroscopy. In this experiment,
10 μMof lysozyme in phosphate buffer was equilibrated for 4 h at
37 �Cwith varying protein/NP ratios, that ranged from 5:1 to 1:4.
After exposure, this suspension was centrifuged at 8000 rpm, and
the protein concentration in the supernatantwas determined from
UV absorbance at 280 nm using a Shimadzu UV-2401 spectro-
photometer. The difference between the initial and final concen-
tration of the protein, i.e., the amount of adsorbed lysozyme, was
normalized to the milligram of protein adsorbed per unit area of
ZnO NP and plotted against the mole fraction of the NP. The
stoichiometry of the protein-NP complex was determined by the
molar-ratio method using a Jobs plot. The breakpoint in the plot
corresponds to themole fraction of theNP in its protein complex,
giving the binding stoichiometry.27

Structural Analysis. The three-dimensional coordinates of
hen egg white lysozyme (code: 2 VB1, determined at a resolution
of 0.65 Å)28 were obtained from the Protein Data Bank (PDB).29

Asa representativeofdimeric formof themolecule,weusedTapes
japonica lysozyme (code: 2DQA, resolution 1.6 Å).30 The struc-
tures were superimposed using the DALI server,31 and the
residues in the equivalent positions were used to make a sequence
alignment (Figure S1, Supporting Information). The residues

forming the dimeric interface in 2DQA were identified using
PROFACE32 and were mapped into 2 VB1, thus identifying the
putative interface for the hen eggwhite lysozyme thatmay exist in
solution. The surface potential of the molecule was calculated
using GRASP.33 Pockets and cavities in lysozyme were identified
using the CASTp (Computed Atlas of Surface Topography of
proteins) server34 located at http://cast.engr.uic.edu with the
default probe radius of 1.4 Å. PyMol35 was used to make
molecular diagrams.

Results

Properties of ZnO NPs. For all the experiments, colloidal
ZnO NPs were used. ZnO NPs are spherical in shape, as
confirmed by transmission electron microscopy (TEM) measure-
ments, with size ranging from 4 to 7 nm.20 The isoelectric point,
pI, of ZnO has been reported to be∼9.5.18However, as theremay
be some differences depending on the method of synthesis, and
there could be some residual nitrate anions adsorbed on surface of
our ZnONPs,20 we also determined the zeta potential at different
pH values (Figure S2), and the isoelectric point (9) was found to
be quite close. Thus the ZnO NPs are slightly positively charged
under the experimental conditions. Dynamic light scattering data
showed that the NPs have a natural tendency to form aggregates
in solution (data not shown). To prevent aggregation, prolonged
sonication was done to achieve a monodisperse solution of ZnO
NPs.
Secondary Structure of Lysozyme in the Presence ofNPs.

Far-UV CD analysis provides information regarding the change
in secondary structures, at pH 7.4 with the addition of ZnO NPs
(Figure 1). The bands at 208 and 222 nm, characteristics of an
R-helical structure, become more negative, indicating an increase
in the helical content of lysozyme at the expense of the coil region
(Table S1, Supporting Information) with the addition of NPs.
ThusNPs induce the protein to acquire amore regular conforma-
tion. Even when lysozyme is unfolded in the presence of NPs, the
helical content is more as compared to the unfolding of the free
formof the protein by urea orGdnHCl (Table S2). Also, whenwe
compare the free andNP-conjugated forms of lysozyme, the latter
seems to have a higher helical content when the temperature is
increased (Figure S3).

The decrease in the random coil content of lysozyme induced
by NP conjugation is also revealed using FT-IR spectroscopy
(Figure 2). Among the different bands of protein, the amide I in

Figure 1. Far-UV CD spectra of lysozyme (10 μM in 0.1 M
sodiumphosphate buffer) in the absence andpresence ofZnONPs.

(25) Wang, Y.; Guo, C. H. J. Biol. Chem. 2003, 278, 3210–3219.
(26) Shugar, D. Biochim. Biophys. Acta 1952, 8, 302–309.
(27) Ghosh, K. S.;Maiti, T. K.;Mandal, A.; Dasgupta, S. FEBS Lett. 2006, 580,
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(28) Wang, J.; Dauter, M.; Alkire, R.; Joachimiak, A.; Dauter, M Acta

Crystallogr. D 2007, 63, 1254–1268.
(29) Berman, H. M.; Westbrook, J.; Feng, Z.; Gilliland, G.; Bhat, T. N.;

Weissig, H.; Shindyalov, N.; Bourne, P. E. Nucleic Acids Res. 2000, 28, 235–242.
(30) Goto, T.; Abe, Y.; Kakuta, Y.; Takeshita, K.; Imoto, T.; Ueda, T. J. Biol.

Chem. 2006, 282, 27459–27467.
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the region 1600-1700 cm-1 (mainly CdO stretch) has a relation-
ship with the secondary structure of protein, whereas the absor-
bance intensity of the amide II band in the region 1500-
1600 cm-1 (C-N stretch coupled with N-H bending mode)
has been reported to be proportional to the amount of the protein
absorbed on a surface.36 A shift in the amide II band from 1530 to
1533.5 cm-1 with a loss of intensity indicates absorption of
lysozyme on the NP surface. Different regions of the amide I
band are contributed by different secondary structural elements:
1620-1645 cm-1 by β-sheet, 1645-1652 cm-1 by random coil,
1652-1662 cm-1 by R-helix, and 1662-1690 cm-1 by turns.37 A
small peak around 1649 cm-1, observed for free lysozyme,
disappears completelywhen it is bound to theZnONP, indicating
a loss in the nonregular structural region in the protein. Further a
shift from 1657.6 to 1656.8 cm-1 is suggestive of small alterations
in the helical structure of lysozyme in the presence of the ZnONP.
Unfolding of Lysozyme in the Presence of Urea and

GdnHCl. The effect of NPs on the unfolding of lysozyme was
studied using Trp fluorescence. Eight molar urea and 6 M
GdnHCl were used as denaturing agents. The effect of NP is
more on the urea-treated sample (Figure 3); while the protein
alone has a λmax at 340 nm in the folded form, which moves to
349 nm in the presence of 8 M urea, the shift is only to 346 nm
when NP is present. Thus the protein is not completely unfolded,
and is possibly trapped in a molten globule-like intermediate due
to the presenceofNPs (elaboratedon in the next section).No such
intermediate is apparent when the unfolding is caused by
GdnHCl. Moreover, there is no significant difference in the
unfolding transitionmonitored by CD and fluorescence spectros-
copy (Figure S4). As such, the unfolding induced by GdnHCl
(Figure 4) was fitted with a two state model (N T U) and the
parameters are presented in Table 1. On the basis of the unfolding
free energy (4GNU), ZnO NPs stabilize the folded form of
lysozyme by 0.3 kcal/mol. Also the unfolding transition midpoint
is shifted by ∼0.2 M to higher GdnHCl concentration.
ANS Binding Studies. As the data given in the previous

section suggested that the presence of an intermediate when
lysozyme is unfolded in the presence of NP, we characterized it
using the fluorescence spectra of ANS-lysozyme complex in the
440-600 nmwavelength range (Figure 5). At 5M urea, there is a
substantial enhancement of the fluorescence intensity, likely to be
caused by exposure of hydrophobic residues. Although there is a
reduction in the ANS fluorescence intensity when the urea

concentration is increased to 8 M, it is still substantial. The
unfolding of free lysozyme does not cause any change in ANS

Figure 2. FT-IR spectra of lysozyme in 0.1 M sodium phosphate
buffer (pH 7.4) and treated with ZnO NPs.

Figure 3. Fluorescence spectra (λex = 295) of lysozyme in the
presence and absence of ZnO NPs on being treated with (a) 6 M
GdnHCl and (b) 8 M urea.

Figure 4. Shift inλmax of the fluorescence spectrum(λex=295nm)
of free and NP-treated lysozyme as a function of GdnHCl con-
centration. Data were fitted with a two-state model, and the
parameters obtained are shown in Table 1.

Table 1. GdnHCl-Induced Unfolding of Lysozyme: Two-State

Analysis Using Fluorescence Dataa

Λmax-monitored data lysozyme NP-conjugated lysozyme

SN 340 340.0
SU 351 350.0
4GNU (kcal/mol) 5.86 ( 0.25 6.16 ( 0.15
mNU (kcal/mol/M) 1.35 ( 0.06 1.36 ( 0.09

aBased on data shown in Figure 4.

(36) Surewicz, W. K.; Mantsch, H. H.; Chapman, D. Biochemistry 1993, 32,
389–394.
(37) Speare, J. O.; Rush, T. S., III. Biopolymer 2003, 72, 193–204.
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fluorescence intensity (data not shown). ANS does not normally
bind to the native or fully unfolded protein, both the forms being
devoid of sufficiently organized, exposed hydrophobic patches
that can constitute a binding site for the dye.38 The binding of
ANS indicates the existence of a molten globule-like intermediate
when the unfolding of lysozyme by urea is carried out in the
presence of ZnO NPs.
Quenching of Trp Fluorescence by ZnO NP. To study the

proximity of the NP binding sites on lysozyme to the location of
Trp residues in the protein structure, we analyzed the change in
intrinsic fluorescence spectra with increasing NP concentrations
(0-26 μM). Figure 6 indicates a steady reduction in the fluores-
cence signal from lysozyme.Mechanisms of fluorescence quench-
ing are usually based on dynamic or static processes. However, it
has been reported that ZnO NPs form a ground-state complex
with Trp,39 and it is quite likely that the quenching of the intrinsic
fluorescence of lysozyme results from a complex formation
between the protein and the NP. The analysis of the Stern-
Volmer plot provides a value of 2� 104M-1 as theKSV constant.
Thermodynamic Data on Lysozyme-NP Interaction.We

used ITC to investigate protein-NP interaction. The raw data of
the binding of the ZnO NPs to lysozyme at 25 �C is shown at the
top of Figure 7, while at the bottom is shown a plot of the heat
flow per mole of the titrant (NP) versus the molar ratio (NP:
lysozyme) at each injection, after subtraction of the background
titration. The addition of ZnONPs exhibits an exothermic ligand
binding event, the various parameters for which are shown in
Table 2. The values of ΔG and Ka indicate moderate binding
between the two components.Although there is some reduction in
entropy (and the CD data do indicate a slight increase in helical
content at the expense of nonregular structure), this gets ade-
quately compensated by the enthalpy, and overall the binding
reaction is enthalpically driven. Although the data have been
presented for 7 nm particles, very similar results are observed for
smaller (4 nm) particles also (data not shown).

According to the fitted parameters for the ITC measurements
(Table 2) two protein molecules interact with one ZnO NP.
However, as the calorimetric results do not always coincide with
the biding isotherm data,24 a plot (Figure S5) showing the
adsorption isotherm for lysozyme onto the NP surface has also
been made using the protocol discribed in the Experimental

Section. This indicates a binding ratio of 1:1, i.e., a lesser surface
coverage of NPs by lysozyme molecules as compared to the ITC
data.

Figure 5. Fluorescence emission spectra (λex = 340) of ANS
bound to NP-conjugated lysozyme (curve 1), and on being treated
with 8M (curve 2), and 5M (curve 3) urea. The 2.5Murea-treated
sample shows same fluorescence intensity as curve 1.

Figure 6. Quenching of Trp fluorescence of lysozyme in the pre-
sence of varying concentrations of ZnO NPs. The corresponding
Stern-Volmer plot is shownbelow; the equationof the fitted line is
Fo/Fc = 1 þ 0.0201 � [NP] (R2 = 0.988).

Figure 7. ITC data from the titration of 35 μM lysozyme in the
presence of 0.4 mM ZnO NPs. Heat flow versus time during
the injection of ZnO NPs at 25 �C and heat evolved per mole
of added NPs (corrected for the heat of ZnO NP dilution) against
the molar ratio (NP to lysozyme) for each injection, shown at the
top and bottom, respectively. The data were fitted to a standard
model.

(38) Mukherjee, D.; Saha, R. P.; Chakrabarti, P. Biochim. Biophys. Acta 2009,
1794, 1134–1141.
(39) Mondal, G.; Bhattacharya, S.; Ganguly, T. Chem. Phys. Lett. 2009, 472,

128–133.
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Glutaraldehyde Cross-Linking. Lysozyme from hen egg has
a tendency to form a weak dimer.40 Glutaraldehyde cross-linking
experiments carried out at physiological pH confirmed the
existence of both monomer and dimer forms of lysozyme
(Figure 8), but in the presence of NP the relative content of the
dimeric formwas reduced (Table 3). The dimer-to-monomer ratio
is 0.11when lysozyme is incubatedwith 0.1%glutaraldehyde for 1
min (lane 1), which increases to 0.19 with 0.2% glutaraldehyde
and 3 min incubation (lane 4). In the presence of NPs, the
corresponding ratios are 0.07 (lane 6) and 0.1 (lane 9), respec-
tively. This may possibly indicate that the association between
two lysozyme chains is hindered by the direct binding of NPs at
the same region that is involved in the dimer formation, or that the
interference is caused indirectly by the perturbation brought
about in the structure by NP binding.
Lysozyme Activity. To test whether adsorption of lysozyme

to a ZnO NP has any role in the enzymatic activity, we examined
the activity of the protein adsorbed on the ZnO NP surface
relative to that of the free protein (Figure 9). Even when the
lysozyme/NP ratio is 1:500, the enzyme retains about 90% of its
activity. We also tested the activity under denaturing conditions.
While only 8%of the activity is retainedwhen lysozyme is treated

with 8 M urea, it is 14% when the protein is in the conjugated
form. Incubated with 6 M GdnHCl, there is drastic reduction in
the activity, but still the NP treated protein showed 3% higher
activity over the untreated protein. These results indicate that
ZnONP stabilizes the integrity of the active site in the presence of
chaotropic agents.

Discussion

Effect of ZnONP on the Secondary Structure Content of

Lysozyme. There is an approximately 4% increase of the helical
content (at the expense of random coil structures) of lysozyme in
the presence of NPs, as can be seen from the CD and IR data
(Figures 1 and 2, and Table S1). Interestingly, ZnONPs have also
been reported to bring about a very similar change in theR-helical
content of glucose oxidase.41 Lysozyme as well as horseradish
peroxidase and subtilisin Carlsberg, when covalently attached to
single-walled carbon nanotubes, were found to retain a high
fraction of their native structure and activity, and were more
stable in the presence of GdnHCl and at elevated temperature
relative to the free enzyme.13 Bovine serum albumin when
conjugated to gold NPs underwent substantial conformational
changes, i.e., a decrease in helical structures and an increase in β-
sheet structure, becoming more flexible.42 On the other hand,
chymotrypsinwasdenatured completely by functionalizedmixed-
monolayer protected gold clusters43 and single-walled carbon
nanotubes.44 Similarly, nano-TiO2 induced transition of R-helix
into β-sheet, resulting in a substantial inactivation of lysozyme.45

It is likely that the hydrophobic/hydrophilic nature of the NP, its
size, and surface curvature, the charge distribution on the protein,
and so forth would have consequences on the site of binding on
the protein surface and how the binding of NP affects the
structure of the protein.14,15 Although the existing data on the
details of NP-protein interactions are rather meager, the discus-
sion below provides some insight into the possible binding site of
ZnO NPs on lysozyme.

Table 2. Thermodynamics Parameters Involved in the Binding be-

tween Lysozyme and ZnO NP, Derived from ITC Measurements

parameter value (standard deviation)

N (NP: protein stoichiometry) 0.54 ( 0.01
Ka (binding constant, M-1) 1.03 � 106 ( 0.2
ΔH (binding enthalpy, kcal/mol) -10.3 ( 0.3
ΔS (entropy change, cal/mol.K) -6.38
ΔG (free energy change, kcal/mol) -8.37

Figure 8. Glutaraldehyde cross-linking of lysozyme. SDS-PAGE
of glutaraldehyde cross-linked samples of lysozyme, untreated
(lanes 1-4) and treated with ZnO NPs (lanes 6-9). Lane 5 shows
the protein marker. Concentration and incubation period of
glutaraldehyde for various samples are as follows. Lane 1: 0.1%,
1 min; 2: 0.2%, 1 min; 3: 0.1%, 3 min; 4: 0.2%, 3 min; 6: 0.1%,
1 min; 7: 0.2%, 1 min; 8: 0.1%, 3 min; 9: 0.2%, 3 min.

Table 3. Dimer-to-Monomer Ratio of Lysozyme in the Presence of

Different Concentrations of Glutaraldehyde at pH 7.4

sample

glutaraldehyde
concentration

(%)

time of
incubation

(min)

ratioa

(dimer/
monomer)

lysozyme 0.1 1 0.11
lysozyme 0.2 3 0.19
lysozymeþNP 0.1 1 0.07
lysozymeþNP 0.2 3 0.1

aFrom densitometry analysis of the bands in Figure 8.

Figure 9. The relative activity (%) (with respect to the free en-
zyme) of lysozymewith varying concentration ofNPs (the first two
bars) and of unfolded lysozyme (with 8 M urea, middle two bars,
and 6MGdnHCl, the last two bars) treated with fixed concentra-
tion of NPs.

(40) Onuma, K.; Inaka, K. J. Crystal Growth. 2008, 310, 1174–1181.

(41) Ren, X.; Chen, D.; Meng, X.; Fangqiong, T.; Hou, X.; Han, D.; Zhang, L.
J. Colloid Interface Sci. 2009, 334, 183–187.

(42) Shang, L.; Wang, Y.; Jiang, J.; Dong, S. Langmuir 2007, 23, 2714–2721.
(43) Fischer, N. O.; McIntosh, C. M.; Simard, J. M.; Rotello, V. M. Proc. Natl.

Acad. Sci.U.S.A. 2002, 99, 5018–5023.
(44) Karajanagi, S. S.; Vertegel, A. A.; Kane, R. S.; Dordick, J. S. Langmuir

2004, 20, 11594–11599.
(45) Xu, Z.; Liu, X. W.; Ma Y. S.; Gao, H. W. Environ. Sci. Pollut. Res. [Online

early access]. DOI: 10.1007/s11356-009-0153-1. Published on the web: April 2009.
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Putative Binding Site of ZnO NPs on Lysozyme and Its

Consequence. The catalytic residues, Glu35 and Asp52, lie in a
cleft that is contiguous to the largest pocket (with a volume of
84 Å3 and molecular surface area of 73 Å2) harboring the binding
site (Figure 10a). This largest depression on the protein surface
would allow a close approach by NPs providing the maximum
contact surface area. The interaction would also be facilitated by
the electrostatic charge distribution (Figure 10b), a negative
potential at the active site; at pH below 9.5, the surface of ZnO
NPs becomes positively charged by absorption of surrounding
Hþ.18 As the entropy contribution to binding is not large
(Table 2), there may not be much change in the conformation
and water structure around the active site induced by the binding.
Because of this, binding the integrity of the active site would be
preserved, even at higher concentrations of urea, explaining the

residual catalytic activity (Figure 9). Moreover, as the binding
constant is not very large (Table 2), NPs can be replaced by the
substrate, and the enzyme can still function at the 90% level in the
presence of NPs.

The active site of lysozyme contains two Trp residues that are
important for substrate binding (Figure 10a). Our conjecture of
this is that the NP binding site is also supported by the fluores-
cence quenching data (Figure 6), as this positionwouldbringZnO
particle in close proximity to the two Trp residues. From the
equilibrium adsorption isotherm (Figure S5), one protein mole-
cule interacts with one NP. For a proper perspective of the
geometry of binding, the distance between the opposite tips of
the pocket in Figure 10a is∼21 Å (= 0.21 nm). Interestingly, the
increase in the helical content of lysozyme brought about by the
binding of NP at the active site has also been observed during the
binding of a drug molecule, menadione at the same site.46

ZnONPBinding and theOligometric State of Lysozyme.

A dimeric form of lysozyme is also known to exist in solution.40

However, as there is no known crystal structure of hen egg white
lysozyme in this oligomeric form, we used the dimeric structure of
Tapes japonica30 to model the possible interface region of the
putative dimer. Although the C-terminal region of the molecules
from the two organisms differ considerably (Figure S1), the
structures are similar enough to enable us to transfer information
on dimerization from one molecule to the other. Comparison of
panels b and c in Figure 10b shows that there is considerable
overlap between the active site and the interface regions, indicat-
ing thatNPs bound to the former would prevent the formation of
the dimer, as has been indicated by cross-linking studies (Figure 8
and Table 3).
Urea-Induced Unfolding of Lysozyme in the Presence of

ZnO NPs. The Trp fluorescence did not indicate a complete
unfolding of lysozyme by 8Murea (Figure 3b). The existence of a
molten globule intermediate in the unfolding pathway is indicated
by the binding and consequent enhancement of ANS fluores-
cence, which persisted even at 8 M concentration of urea
(Figure 5).Molten globule-like structures have also been reported
during the unfolding of lysozyme adsorbedon silicaNPs,47 as also
for free lysozyme under various denaturing conditions.48,49 The
exposure of hydrophobic patches with consequent ANS-binding
has also been observed during the unfolding of β-lactoglobulin
adsorbed on silica NP surfaces.50

Conclusions

In conclusion, using lysozyme as a model protein, we have
shown that NPs are capable of disrupting protein-protein
association. ZnO NPs bind to the largest cleft on the protein
surface, thereby helping it to retain the secondary structures to a
greater degree and exhibit enzymatic activity even under denatur-
ing conditions. There have been promising applications of ZnO-
based nanomaterials in biosensors even at elevated tempera-
tures.16-18 The stabilizing influence of ZnO NPs on lysozyme
and the mode of interaction elucidated in this article would be
useful for the fruitful application of NPs in biotechnology.
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relative to that in a.
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ABSTRACT
Establishing relative role of internally and externally driven mechanisms responsible for disc
and bulge growth is essential to understand the evolution of disc galaxies. In this context, we
have studied the physical properties of disc galaxies without classical bulges in comparison to
those with classical bulges since z ∼ 0.9. Using images from the Hubble Space Telescope and
Sloan Digital Sky Survey, we have computed both parametric and non-parametric measures,
and examined the evolution in size, concentration, stellar mass, effective stellar mass density
and asymmetry. We find that both disc galaxies with and without classical bulges have gained
more than 50 per cent of their present stellar mass over the last ∼8 Gyr. Also, the increase in
disc size is found to be peripheral. While the average total (Petrosian) radius almost doubles
from z ∼ 0.9 to z ∼ 0, the average effective radius undergoes a marginal increase in comparison.
Additionally, increase in the density of the inner region is evident through the evolution of
both concentration and effective stellar mass density. We find that the asymmetry index falls
from higher to lower redshifts, but this is more pronounced for the bulgeless disc sample. Also,
asymmetry correlates with the global effective radius, and concentration correlates with the
global Sérsic index, but better so for higher redshifts only. The substantial increase in mass
and size indicates that accretion of external material has been a dominant mode of galaxy
growth, where the circumgalactic environment plays a significant role.

Key words: galaxies: bulges – galaxies: evolution – galaxies: high-redshift – galaxies: inter-
actions – galaxies: structure.

1 IN T RO D U C T I O N

One of the major challenges linked to the morphological evolution
of disc galaxies is to understand the formation and evolution of their
bulge component. The bulge of a disc galaxy, observationally, is the
central component which contains all the light that is in excess of
an inward extrapolation of a constant scale-length exponential disc
(Wyse, Gilmore & Franx 1997; Buta 2013). Internal and external
mechanisms can explain the growth of bulges in disc galaxies.

Externally driven bulge growth in discs can occur through major
mergers, multiple minor mergers and accretion of small components
or satellites (Kauffmann, White & Guiderdoni 1993; Baugh, Cole
& Frenk 1996; Aguerri, Balcells & Peletier 2001; Bournaud, Jog &
Combes 2007; Hopkins et al. 2010). The fraction of baryons which
lose angular momentum due to the dynamical friction produced in
these mergers and accretion processes fall to the centre of the galaxy
to form the bulge component (Parry, Eke & Frenk 2009; Governato

� E-mail: sonali.com@gmail.com (SS); dgadotti@eso.org (DAG); kanak@
iucaa.ernet.in (KS)

et al. 2010; Brook et al. 2011, see also recent review by Brooks &
Christensen 2015).

In terms of internally driven, there can be two bulge-building
mechanisms. The first one is known as secular evolution. In this
mechanism, slow, internally created processes contribute to the re-
arrangement of angular momentum and mass inside disc galaxies,
leading to the growth of pseudo-bulges, which have properties sim-
ilar to discs (Binney & Tremaine 1987; Combes 2001; Kormendy
& Kennicutt 2004; Kormendy et al. 2010; Saha & Gerhard 2013).
In the second mechanism, the coalescence of giant star-forming
clumps, due to internal gravitational instabilities, leads to bulge
formation in discs (Elmegreen, Bournaud & Elmegreen 2008, see
recent review by Bournaud 2015). The relative importance of these
mechanisms in forming present day discs with varied bulge proper-
ties is as yet not quantitatively known (see discussion in Kormendy
2015).

One of the most prominent unresolved issues associated with
bulge evolution is the conspicuous presence of a large number of
bulgeless galaxies (disc galaxies without classical bulges) in the
local Universe. This is because, naively, a relatively low number
of disc galaxies, formed as per the � cold dark matter (�CDM)
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structure formation scenario, are expected to survive without form-
ing a classical bulge in the centre. The intense amount of merger
violence associated with hierarchical clustering is expected to de-
stroy the fragile thin disc of stars. Thus, their presence is a huge
challenge as emphasized through observations (Kautsch et al. 2006;
Kautsch 2009; Kormendy et al. 2010), models (Hopkins et al. 2009;
Governato et al. 2010), simulations (Scannapieco et al. 2009; Zavala
et al. 2012) and detailed in reviews (Baugh 2006; Benson 2010; Pee-
bles & Nusser 2010; Kormendy 2013).

Observational evidence is required to pin down the relative role of
various mechanisms in bulge growth and understand the formation
of discs without bulges. The constraint involved is that for distant
galaxies only the very basics of structure and morphology can be
investigated. However, recent developments in observational facili-
ties and in parametric and non-parametric measurements of galaxy
structure (Conselice 2014, and references therein) have enabled us
to use galaxy structure to measure fundamental properties of dis-
tant galaxies. These properties can then be compared with those of
nearby galaxies to determine bulge–disc evolution.

There has been some progress in this regard. Gadotti (2009)
found an overlap in the structural properties of pseudo- and classi-
cal bulges indicating that the different processes for bulge growth
might have happened concomitantly. Parry et al. (2009) studied the
models based on �CDM cosmology and found that most spiral
bulges acquire their stellar mass through minor mergers and disc
instabilities. Mo, van den Bosch & White (2010) explained the for-
mation of bulges through mergers, secular internal processes and
misaligned/perturbed infalling gas. Watson et al. (2011) studied the
neutral hydrogen properties of 20 bulgeless galaxies to compare the
role of mergers versus internal processes in bulge formation. They
report that even though some of the discs have distinct outer com-
ponents indicating recent interaction, the discs remain bulgeless.
Zavala et al. (2012) examined the impact of mergers on the growth
of bulges using simulated data. They found that the main chan-
nels of bulge mass assembly are stars from infalling satellites, and
stars transferred from primary discs due to merger-induced pertur-
bations. Pérez et al. (2013) showed through simulations that strong
disc instabilities at high redshifts lead to classical bulge formation,
which cannot be prevented by even the most energetic supernova
feedback. Bruce et al. (2014) found that from redshift 3 to 1, galax-
ies move from disc-dominated to increasingly bulge-dominated
morphology.

Although these works have given us considerable insight into
disc structural evolution, the relative role of internal and external
mechanisms in the formation and evolution of discs of varied bulge
types is as yet not established. To achieve this, it will be insightful to
examine the evolution in the inner region properties of disc galaxies
of different bulge types in a relative manner. The crucial aspect
in that direction is that the separation of disc galaxies according
to their bulge type has to be achieved in a quantitative and robust
manner.

Thus, in this paper, we undertake a comparative study of the
evolution of disc galaxies with and without classical bulges. Disc
galaxies without classical bulges are, by definition, labelled as ‘bul-
geless’ and those with classical bulges are labelled as ‘normal’. The
two morphological types are separated using both Sérsic index and
Kormendy relation criteria (Gadotti 2009). This work is a follow-up
to Sachdeva (2013), such that the galaxy sample is the same and we
also utilize the parametric measures (through Sérsic function fitting)
derived in that paper. Here we derive the non-parametric measures
(Petrosian radius, concentration, asymmetry) along with rest-frame
colours, total stellar mass and effective stellar mass density. The

evolution in the inner region properties is thus examined through
both parametric as well as non-parametric measures.

The study is done since z ∼ 1, when the galaxies have just
formed a familiar Hubble sequence structure (Conselice et al. 2011;
Mortlock et al. 2013), to the present epoch, where they have devel-
oped and settled into few distinctly identifiable categories (Gadotti
2009; Buta 2013; Graham 2013). This time interval has the potential
to reveal the major processes involved in bulge and disc evolution.

For distant galaxies we make use of deep imaging from the Great
Observatories Origins Deep Survey (GOODS) obtained using Hub-
ble Space Telescope (HST)1-Advanced Camera for Surveys (ACS)
in the Chandra Deep Field-South (CDF-S; Giavalisco et al. 2004).
For local galaxies, images are from the NASA–Sloan Atlas,2 based
on the Sloan Digital Sky Survey (SDSS; Blanton et al. 2005b). We
obtain the parametric and non-parametric measures for bright (MB

≤ −20) disc-dominated (Sérsic index n < 2.5) galaxies in three red-
shift ranges (0.77 ≤ z < 1.0, 0.4 ≤ z < 0.77 and 0.02 ≤ z < 0.05)
for rest-frame B band. We then examine the evolution of the inner-
region properties of the bulgeless disc galaxies in comparison to the
normal disc galaxies over the three redshift ranges.

We consider a flat �-dominated Universe with �� = 0.73,
�m = 0.27, H0 = 71 km s−1 Mpc−1. In Section 2, we describe
our data in terms of sample selection, preparation of images, defin-
ing and computation of various parameters. In Section 3, we present
the results obtained by examining the evolution of size, concentra-
tion, stellar density and asymmetry. We also report the correlation
seen between various parameters. In Section 4, we list the primary
results of this work and discuss their implications in the light of
previous studies.

2 DATA

2.1 Sérsic parameters

In a previous work (Sachdeva 2013), images taken from HST-ACS
in V (F606W), i (F775W) and z (F850LP) filters were used to obtain
the rest-frame B-band properties of the galaxies lying in the CDF-S
with redshift ranging from 0.4 to 1.0. First, SEXTRACTOR (Bertin &
Arnouts 1996) was used to identify the sources in the z-band image.
Then, single Sérsic (Sersic 1968) components were fit (using GALFIT;
Peng et al. 2002) on all the three filter images. The Sérsic profile
for the variation of a galaxy’s surface brightness from its centre is
given as

I (r) = Ie exp

[
−bn

((
r

re

)1/n

− 1

)]
, (1)

where n (the Sérsic index) controls the degree of curvature of the
profile, Ie is the surface brightness at re and bn is a constant such that
re is the half-light radius for a given value of n. We thus obtained
parameters such as apparent total magnitude, half-light radius and
Sérsic index for all the galaxies in the three filters.

Redshifts were obtained from the Classifying Objects by
Medium-Band Observations in 17 filters (COMBO-17) survey

1 Based on observations obtained with the NASA/ESA Hubble Space Tele-
scope, which is operated by the Association of Universities for Research in
Astronomy, Inc. (AURA) under NASA contract NAS 5-26555.
2 http://www.nsatlas.org. Funding for the NASA–Sloan Atlas has been pro-
vided by the NASA Astrophysics Data Analysis Program (08-ADP08-0072)
and the NSF (AST-1211644).
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(Wolf et al. 2004). The V filter provides rest-frame B-band proper-
ties for galaxies lying in the redshift range of 0.4–0.6. The z filter
provides the same for the redshift range of 0.8–1.0. For the redshift
range of 0.6–0.8, both i and z filters can be used and thus an average
of the properties obtained using both the filters was employed. The
parameters were thus obtained for 4124 sources in the rest-frame B
band for the full redshift range (0.4–1.0).

Using the redshifts and accepted cosmological parameters, we
then computed absolute magnitude, half-light radius in kpc and
surface brightness in mag arcsec−2. The absolute magnitude, M, for
the galaxies is calculated using the relation

M = m − 5 log10(DL × 105) − K, (2)

where DL is the luminosity distance in Mpc and K is the K-correction
term that accounts for the difference between the observed band
and rest-frame band. It depends on the object’s spectral energy
distribution (Oke & Sandage 1968; Hogg et al. 2002) and, for a
power-law continuum, it is given by the relation

Kcont = −2.5(1 + αν) log(1 + z), (3)

where αν is the slope of the continuum and has a canonical value
of −0.5 (Richards et al. 2006). Therefore

MB = m − 5 log(DL × 105) + 2.5 log(
√

(1 + z)). (4)

The half-light radius of the galaxies that we obtain from Sérsic
component fitting is in pixels. They were converted into arcseconds
according to the plate-scale of the telescope and then into radians.
The intrinsic half-light radius in kpc was then calculated using the
relation

Re = DA × 1000 × ��, (5)

where DA is the angular diameter distance in Mpc and �� is the
radians covered on the detector by the half-light radius.

The redshift–magnitude distribution of the galaxies was exam-
ined in the 0.4–1.0 redshift range for galaxies with MB > −20 and
MB ≤ −20 (shown in Fig. 1 of Sachdeva 2013). For MB > −20,
galaxies with lower luminosities were not seen at high-redshift
ranges at all. However, for MB ≤ −20, the number of galaxies
was seen to be evenly distributed. Also, the number of galaxies in
two equal comoving volume redshift bins (0.4–0.77 and 0.77–1.0)
was found to be almost the same for MB ≤ −20. Additionally, the
magnitude limit for a reliable redshift estimate from COMBO-17 is
mZ ∼ 23.5, which for our upper redshift limit of z = 1.0 corresponds
to MB ∼ −20. Based on the depth of HST imaging, and the redshift
accuracy limit of COMBO-17, a magnitude cut of −20 was applied
on the sample. We, thus, obtained 727 sources in the rest-frame
B band (0.4 ≤ z < 1.0) with MB ≤ −20 (elaborated in Sachdeva
2013).

2.1.1 Separating bulgeless disc and normal disc galaxies

The Sérsic index value of 2.5 is employed in numerous studies to
separate early-type (n > 2.5) and late-type (n < 2.5) galaxies (e.g.
Ravindranath et al. 2004; Barden et al. 2005; van der Wel 2008).
We used these criteria to obtain 496 late-type (or disc-dominated)
(n < 2.5), bright (MB ≤ −20) galaxies in the rest-frame B band.

The bulgeless disc galaxies include disc galaxies without bulges
and those with pseudo-bulges. Pseudo-bulges are the bulges which
have a higher ratio of ordered motion to random motion. Since they
exhibit nearly exponential brightness profiles, disc galaxies with
pseudo-bulges are, therefore, considered as bulgeless (Kormendy &

Figure 1. Some of the bulgeless disc galaxies lying in the three redshift
ranges (0.02–0.05, 0.4–0.77 and 0.77–1.0) are shown. The non-parametric
measures computed for each source are shown at the top left-hand corner.
They are in this particular order: ID (as per the NYU-VAGC and GOODS
HST-ACS catalogues), Petrosian radius, concentration and asymmetry. Pre-
cise positional information of the galaxies is provided in Table 1. HST-ACS
galaxies cover ∼7 arcsec (out of the 10 arcsec image cutout) and SDSS
galaxy images cover ∼2 arcmin (out of the 3 arcmin image cutout).

Kennicutt 2004; Kormendy et al. 2010). Thus, to separate bulgeless
disc and normal disc galaxies, we separated discs with no-bulge or
pseudo-bulge from discs with classical bulge in our disc-dominated
sample.

The Sérsic index values ranging from 1.7 to 2.0 have been
suggested by many studies for the separation of classical bulges
from pseudo-bulges (e.g. Shen et al. 2003; Laurikainen et al. 2007;
Fisher & Drory 2008). To obtain a Sérsic index limit for our sam-
ple, we divided the entire sample (i.e. without the magnitude cut,
4124 sources) into three ranges (0.8 > n, 0.8 ≤ n < 1.7, 1.7 ≤
n) with each range getting almost equal number of sources. We
then examined the distribution of the mean half-light radius against
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Figure 2. Some of the normal disc galaxies lying in the three redshift
ranges (0.02–0.05, 0.4–0.77 and 0.77–1.0) are shown. The non-parametric
measures computed for the source are shown at the top left-hand corner. They
are in this particular order: ID (as per the NYU-VAGC and GOODS HST-
ACS catalogues), Petrosian radius, concentration and ssymmetry. Precise
positional information of the galaxies is provided in Table 1. HST-ACS
galaxy images cover ∼7 arcsec (out of the 10 arcsec image cutout) and
SDSS galaxy images cover ∼2 arcmin (out of the 3 arcmin image cutout).

the absolute magnitude bins for different Sérsic index ranges (see
Fig. 2 of Sachdeva 2013).

We found that a value of n ∼ 1.7 divides galaxies into two groups
where each group follows a particular half-light radius–magnitude
(R–M) relation, independent of n (shown in Fig. 2 of Sachdeva
2013). This is in striking agreement with Shen et al. (2003), who
found the same value based on SDSS data, and claimed that the
cut separates galaxies with exponential surface brightness profile
(Sb/Sc) from the galaxies which do not have such profiles.

In addition to applying the Sérsic index limit of n ∼ 1.7, we have
applied the Kormendy relation (Kormendy 1977) to ascertain the
separation of bulgeless disc and normal disc galaxies. This is based
on the fact that, since the Kormendy relation is followed by elliptical

Figure 3. Distributions of Petrosian radius for bulgeless disc (solid lines)
and normal disc (dashed lines) galaxies for the three redshift ranges. The
distribution of the means of the two samples with redshift is also shown.
There is a significant increase in sizes for both samples with time.

galaxies, galaxies which are bulgeless should show themselves as
outliers to the relation (see Gadotti 2009, for details).

To achieve this, we fitted a linear relation to the surface brightness
versus log-size data of elliptical galaxies in our sample, i.e. those
with 2.8 ≤ n < 4.5 from the 727 sources (0.4 ≤ z < 1.0, MB

≤ −20). Those disc galaxies (n < 2.5) which were lying below
the ±3σ value of the zero-point (with fixed slope) were taken as
outliers. The outliers obey the following relations:

μe,B > 19.36 + 2.92 log(Re,B ), 0.4 ≤ z < 0.77 (6)

and

μe,B > 19.32 + 2.92 log(Re,B ), 0.77 ≤ z < 1.0. (7)

More than 80 per cent of the disc galaxies which were found to be
bulgeless according to these relations were also seen to have n < 1.7.
The two criteria are thus complementary to each other. Only those
galaxies which satisfied both criteria, i.e. had Sérsic index less than
1.7 and were outliers to the Kormendy relation, were chosen to be
bulgeless (Fig. 3 of Sachdeva 2013). The bulge/total light ratio was
found to be less than 0.2 (or 20 per cent) for our bulgeless sample.
This process of morphological determination was found to separate
the galaxies in a similar manner in the infrared as they do in the
optical (Sachdeva 2013).

2.1.2 Overall sample obtained

We obtained Sérsic parameters in rest-frame B band for 496 bright,
disc-dominated galaxies separated into 186 bulgeless disc galax-
ies and 310 normal disc galaxies, in two equal comoving volume
redshift ranges (0.77 ≤ z < 1.0 and 0.4 ≤ z < 0.77).

In addition to this, a low-redshift (0.02 ≤ z < 0.05) catalogue of
disc-dominated galaxies was taken from the New York University
Value-Added Galaxy Catalog (NYU-VAGC; Blanton et al. 2005a,b)
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to establish a local sample. We obtained rest-frame B-band parame-
ters from the single Sérsic fit parameters in g and r filters. Their AB
magnitudes are galactic extinction corrected (Schlegel, Finkbeiner
& Davis 1998) and also K-corrected (Blanton et al. 2003) to the rest-
frame bandpasses. We used relations from Fukugita et al. (1996) and
Jester et al. (2005) to obtain the absolute magnitude in rest-frame B
band:

g′ = V + 0.56(B − V ) − 0.12, (8)

r ′ = V − 0.49(B − V ) + 0.11. (9)

Using those two equations we get

B = 1.419 g′ − 0.419 r ′ + 0.216. (10)

The Sérsic half-light radii of the g and r bands were converted from
arcseconds to kpc according to their redshift. The relations given
by Barden et al. (2005), that were found using the de Jong (1996)
data, were used to obtain half-light radii in the rest-frame B band.
Using the NYU-VAGC catalogue, they studied the ratio of half-light
sizes in the five SDSS bands to the size measured in one band as a
function of wavelength. The results were accurately described by a
linear fit (only ±3 per cent correction factor) and were in striking
agreement with the fit found for the de Jong (1996) data. The slope
gives average corrections to obtain the rest-frame sizes:

Re(V ) = 1.011 Re(r), (11)

Re(B) = 1.017 Re(V ). (12)

Using those two we get

Re(B) = 1.017 × 1.011 Re(r). (13)

We obtained the final local catalogue of 764 galaxies in rest-frame
B band, in the redshift range 0.02 ≤ z < 0.05 with MB ≤ −20. After
that we applied the Sérsic index criteria to separate disc galaxies.
Then disc galaxies were further separated into a sample of bulge-
less disc and normal disc galaxies using both the Sérsic index and
Kormendy relation criteria, as described for the main sample.

Overall, we obtained Sérsic parameters in rest-frame B band for
597 bright disc galaxies separated into 211 bulgeless disc and 386
normal disc galaxies over three redshift ranges (0.77 ≤ z < 1.0, 0.4
≤ z < 0.77 and 0.02 ≤ z < 0.05). For details and the catalogue
please consult Sachdeva (2013).

2.2 Obtaining and cleaning the images

To probe the formation and evolution of bulges in disc galaxies with
time, it is required to do image analysis and compute parameters
like concentration and asymmetry of stellar light in each individual
galaxy of this sample.

For the main sample (0.4 ≤ z < 1.0), a 10-arcsec cutout is
downloaded from the HST-ACS data archive and for the local sam-
ple (0.02 ≤ z < 0.05), a 3-arcmin cutout is downloaded from the
NASA–Sloan Atlas data archive. Since the aim is to do the study
in rest-frame B band, the filter chosen for obtaining the galaxy im-
age is according to the redshift of the galaxy. The images are thus
taken in V, i, z and g filters for redshifts 0.4–0.6, 0.6–0.8, 0.8–1.0
and 0.02–0.05, respectively. The cutout is such that the centre of
the galaxy (brightest pixel) is at the centre of the image and an
average-size galaxy covers not more than 60 per cent of the total
area.

Out of 597 downloaded images, 27 source images are not taken up
for analysis. This is because 12 of these galaxies are only partially
imaged and the rest of the 15 galaxies have a highly fragmented light
distribution which in part appears to be due to multiple overlapping
sources. For the latter galaxies, it is difficult to determine and study
their isolated light distribution. Also, since there is a lack of proper
structure and there is a degeneracy of bright patches, there is no
clear area from where the initial central pixel value can be selected
which is crucial for the computation of radius, concentration and
asymmetry. Out of these 15 sources, three are in the high-redshift
range (0.77–1.0) of the bulgeless disc category constituting ∼1 per
cent of this sample. Five are in the middle-redshift range (0.4–0.77)
of the normal disc category constituting less than ∼4 per cent of this
sample. The rest of the 15 are in the high-redshift range (0.77–1.0) of
the normal disc category and they also constitute ∼4 per cent of this
sample. All these galaxies cover a large range of luminosity, Sérsic
index and half-light radius values. Their small fractions and even
distribution in terms of redshift and parameter values indicate that
their removal from the total sample should not affect the statistical
estimations.

The major task involved now is to clean or decontaminate the
570 galaxy images, i.e. to remove the neighbouring sources. These
images are final in the sense of flat-fielding, bias subtraction, cosmic
ray removal, etc. To clean the images, each galaxy image is taken
up separately and the value of the pixels covered by a neighbouring
source is replaced with the average value of the sky pixels surround-
ing that source. The neighbouring sources are recognized through
the use of SEXTRACTOR’s catalogue and segmentation map. Along
with all the individual object coordinates, the SEXTRACTOR also pro-
vides an estimation of the radius of the object that contains more
than 90 per cent of its light. The replacing of pixels is done using
the Image Reduction and Analysis Facility (IRAF) IMEDIT task, which
creates a circular annulus of a chosen radius around the selected
central coordinates of the source and replaces the pixels within the
inner circle with the average value of the pixels inside the annulus.
We have tried to ensure that the masking process in each of the
galaxy images does not strongly affect the light distribution of the
outer parts of the main source.

Next important thing is to remove the background flux from all
the galaxy images. To estimate the background flux, a blank patch
(i.e. which even without masking is devoid of any light sources) is
selected near the galaxy. The patch is chosen in such a way that
it is small and far enough from the source, so as not to have any
diffuse light, and yet large and near enough to give a reasonable
estimate. The HST object mosaics have an area of 333 × 333 pixels
(10 arcsec2, 0.03 arcsec pixel−1) and the selected background patch
in each mosaic covers an area of 30 × 30 pixels. The SDSS object
mosaics have an area of 440 × 440 pixels (3 arcmin2, 0.396 arc-
sec pixel−1) and the selected background patch in each mosaic
covers an area of 40 × 40 pixels. The mean flux per pixel is then
estimated from this patch and subtracted out from the image. The
stability of the process is ascertained by selecting a large number
of blank patches for some of the galaxy images. It is seen that they
provide consistent background flux values. After cleaning and back-
ground flux subtraction, the images are ready for the computation
of various parameters.

2.3 Computing Petrosian radii

The total radius of a disc galaxy is difficult to be determined in a
reproducible manner due to difficulties regarding its extent in terms
of the dark matter halo. Also, to measure the optical or stellar extent,
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use of a fixed isophotal value of brightness is not optimal, due to the
vast range of surface brightnesses in which galaxies exist. However,
it is important to be determined in such a way that sizes and the
associated parameters can be compared for galaxies of different
luminosities and distances.

In that regard, the Petrosian radius (Petrosian 1976) is considered
an effective way of measuring galaxy sizes (Bershady, Jangren &
Conselice 2000; Graham et al. 2005). This radius is determined
by tracking the ratio of surface brightness at each successively
increasing radius to that averaged inside the radius. When the ratio
(η = I(r)/〈I( < r)〉) falls to a chosen small fraction (we take 0.2),
that radius is multiplied by a factor (we take 1.5) to obtain the
Petrosian radius. The values 0.2 and 1.5 are determined to be most
appropriate (Conselice 2003; Lotz, Primack & Madau 2004). For
our sample, we first determine the centre accurately using the IRAF

task IMCENTROID and then measure the surface brightness at and
inside successively increasing radii. Then, using

η(rp) = I (rp)

〈I (< rp)〉 = 0.2, (14)

RP = 1.5(rp), (15)

we measure RP (the Petrosian radius) in rest-frame B band for all the
galaxies. This radius is in pixels and converted into kpc according
to the redshift and chosen cosmology.

2.4 Computing concentration

For the well-resolved low-redshift galaxies, the bulge prominence
is quantified and studied through e.g. bulge/disc decompositions
(e.g. Gadotti 2008; Simard et al. 2011). However, for high red-
shifts, single/global Sérsic indices are commonly used to obtain a
quantitative assessment of the bulge component (e.g. Buitrago et al.
2013; Mosleh, Williams & Franx 2013, and references therein). We
have global Sérsic index values for all the galaxies in our sample,
obtained earlier from Sérsic function fitting (Sachdeva 2013). We
now compute concentration, which is considered a more robust pa-
rameter in terms of surface brightness dimming (detailed in Graham
et al. 2005) and a better estimator of the bulge-to-total ratio (Gadotti
2009).

To compute concentration, we first measure the total flux (or total
counts) inside the Petrosian radius, i.e. the full flux from the source.
Then, the number of counts in successively increasing radii, from
the centre, is computed for each galaxy. When the number of counts
is 20 per cent of the total number of counts, that radius is taken as
the ‘inner radius’. When it is 80 per cent, that radius is taken as the
‘outer radius’. Concentration of the source is defined as (Bershady
et al. 2000; Conselice 2003; Graham et al. 2005)

C = 5 log10

(
r80 per cent

r20 per cent

)
. (16)

Concentration of stellar light, in rest-frame B band, is thus com-
puted for all the galaxies in the sample. The higher this measure, the
larger is the fraction of total light contained in the central region.

2.5 Computing asymmetry

Asymmetry in the stellar light of disc galaxies arises from features
like bars, star-forming clumps, spiral arms, rings, etc. It is also
observed to be higher for galaxies which are going through inter-
actions or mergers with companion galaxies or accreting satellites
(or non-virialized baryonic matter) from the intergalactic medium

(Conselice 2003; Lotz et al. 2008; Reichard et al. 2008). Since the
presence of these features, as well as interactions and mergers, is
the expected cause of bulge formation and evolution, tracking the
evolution of the asymmetry measure and its relationship with other
parameters is of utmost importance.

To compute asymmetry of stellar light in a disc galaxy, we follow
the procedure given in Conselice, Bershady & Jangren (2000). We
take the cutout galaxy image and rotate it around its centre by
180◦. The extraction radius for rotation is given as the Petrosian
radius. The rotated image is then subtracted from the main image
to get the residual image. The flux from this residual image is a
measure of the flux from the asymmetric features of the galaxy.
This flux is normalized with respect to the total flux from the main
image to get the asymmetry parameter.

For the asymmetry parameter to be meaningfully comparable for
the range of disc galaxies, all the sources of probable biases need to
be removed (Conselice 2003). The first concern is that the extraction
radius should be bias-free, and thus, we choose the Petrosian radius.
The second concern is the centre for rotation, which can produce
spurious results if not chosen properly. To minimize this effect, the
centre for rotation is found in an iterative manner: it is the position
for which the asymmetry of the source attains a global minimum.

Another concern is noise, in terms of the background asymmetry.
To take that into account, the asymmetry must also be computed
from an empty background patch and subtracted from the source’s
asymmetry. The difficulty with estimating the background asym-
metry value is that even if there is a small amount of diffuse light
which is more concentrated on one side of the background patch,
the asymmetry value increases by a considerable amount. To avoid
this issue, we identify relatively clear background patches from a
number of galaxy images which are chosen such that they cover a
wide range of RA and Dec. The asymmetry is computed on all such
patches according to the procedure described above. The mean of
these values is then used as the background asymmetry. This proce-
dure is done separately for the galaxy samples in the three redshift
ranges.

The asymmetry of the stellar light distribution of the galaxies, in
rest-frame B band, is thus computed for our sample.

2.6 Computing effective stellar mass densities

The stellar mass density of a galaxy is seen to be correlated with
its integrated colour, Sérsic index, concentration, environmental
density, as well as star formation rate (Kauffmann et al. 2003;
Brinchmann et al. 2004; Baldry et al. 2006; Driver et al. 2006;
Bamford et al. 2009). The stellar mass density inside the effective
radius (termed here as effective stellar mass density, ESMD), being
highly correlated with the bulge properties of the disc galaxy, is a
useful parameter to be examined.

To compute this parameter, the first thing is to obtain the stellar
mass. For that, we need to multiply total luminosity in a given band
with the corresponding stellar mass-to-light ratio of the galaxy.
Total luminosity (L) is obtained in units of solar luminosity from
the earlier computed absolute magnitudes of the galaxies:

MB = −2.5 log10

(
L

L	

)
+ 5.38, (17)

where L	 is the solar luminosity and 5.38 is solar absolute magni-
tude in rest-frame B band. The luminosity inside the effective radius
(or half-light radius) is, by definition, half of the total luminosity.

The next step is to obtain the stellar mass-to-light ratio which
is known to strongly correlate with the integrated colours (Bell &
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de Jong 2001). To obtain the rest-frame colours, we employ EAZY,
which is a photometric redshift code that provides estimates for
rest-frame colour indices (Brammer, van Dokkum & Coppi 2008).
It compares photometric data to the synthetic photometry of a large
range of template spectra and outputs the best match. The important
feature of this code is that if the redshift of the source is known with
reasonable accuracy, it can be given as a prior or held fixed. Also,
the template spectra are based on semi-analytical models and not on
empirical spectroscopic samples, which are usually highly biased
(Brammer et al. 2008). Note that there are other codes similar to
EAZY, e.g. FAST (Kriek et al. 2009) and LEPHARE (Arnouts & Ilbert
2011).

The stellar mass-to-light ratio is then computed from the rest-
frame B − V colour, using values from Bell & de Jong (2001)
for the mass-dependent galaxy formation model with bursts (Cole
et al. 2000). We chose this model because mass dependence is
the common feature of the presently acceptable galaxy formation
scenarios (Benson 2010, and references therein). Also, Bell & de
Jong (2001) selected this model as their default model claiming that
this model reproduces the trends in age and metallicity with respect
to surface brightness with the least scatter for local spiral galaxies.

We, thus, obtain the total stellar mass for each galaxy in our
sample using the stellar mass-to-light ratio computed above. This
method of obtaining stellar masses is extensively used in extra-
galactic studies where well-resolved spectral data are not available.
The concern is that we are not taking the galaxy colour gradient
into account by opting for its global colour. This may lead to an
underestimation of mass, however, it should not affect our analysis
of relative increase in mass and density.

The stellar mass inside effective radius is half of the total stellar
mass. This mass is then divided by the area within the effective
radius to obtain stellar mass density inside the effective radius (or
ESMD) in units of solar mass per square kpc.

2.7 Checking for accuracy and error computation

The working of the overall procedure/code written to compute Pet-
rosian radii, concentrations and asymmetries of the sources was
tested using artificially created images and real images with known
parameters.

The artificial images are created using GALFIT’s Sérsic component.
First, we fix the Sérsic index (at n = 1) and create images with vary-
ing half-light radius, i.e. re = 40, 50, 60, 62, 65 and 70 pixels. Since
the Sérsic index is fixed, the Petrosian radius is expected to increase
with the increase in half-light radius. This is indeed seen as the
Petrosian radius for these images is computed to be 98.46(±4.92),
122.74(±6.14), 146.65(±7.33), 151.47(±7.57), 158.44(±7.92) and
169.91(±8.49) pixels, respectively.

Similarly, for fixed half-light radius (at re = 50 pixels), we create
images with varying Sérsic index, i.e. n = 0.8, 1.2, 1.6, 2.0 and 2.4.
Here, since the radius containing half of the light is held fixed, the
concentration of the galaxy is expected to increase with the increase
in its Sérsic index. This is indeed reported as the concentration
index for these images is computed to be 2.65(±0.07), 3.01(±0.08),
3.29(±0.09), 3.52(±0.09) and 3.71(±0.10), respectively.

Next, we create images with different levels of asymmetry. This is
done by keeping all the parameters (apparent magnitude, half-light
radius, Sérsic index) fixed and adding Fourier modes. A detailed
discussion of the representation of various asymmetric galactic fea-
tures with Fourier modes is provided in Peng et al. (2010). We
add the first Fourier mode of varying amplitudes, i.e. 0.07, 0.09,
0.11, 0.13, 0.15, 0.17 and 0.19. The asymmetry measure responds

favourably such that it increases with the increasing amount of the
Fourier mode amplitude. It is computed to be 0.080, 0.103, 0.125,
0.147, 0.169, 0.191 and 0.213, respectively, with error in the range
of ±0.045–0.048. The procedure, thus, reproduces the measures
with reasonable accuracy, responding well to the small shifts pro-
duced in the structural properties.

A concern relating to the accurate computation of these parame-
ters at high redshift is the cosmological surface brightness dimming,
which may lead to the non-detectability of faint features. However,
the surface brightness evolution, reported to be 1–1.5 mag since
z = 1 (Barden et al. 2005; Melbourne et al. 2007; Sachdeva 2013)
is expected to counter this dimming. Another concern is that of
low resolution of galaxies at high redshift. It should not affect our
study (till z ∼ 1) because the images are from overlapping five-orbit
depth GOODS survey using HST-ACS, which provides a resolution
of 0.03 arcsec pixel−1. This is verified in a quantitative way by
Conselice (2003). He simulated the local bright galaxies to higher
redshifts as per how these galaxies would be imaged by various sur-
veys. Then they compared the values measured at z ∼ 0 to the values
measured at various redshifts. For z = 1 (for GOODS HST-ACS),
they report a marginal change of 0.10 ± 0.18 in the concentration
measure and a change of −0.03 ± 0.07 in the asymmetry measure.
Thus, the indices are highly reproducible with negligible scatter.

The error bars in the measurement of these parameters stem from
the uncertainties involved in determining the total flux associated
with the pixels of interest and also in the selection of the pixels of
interest. The error associated with the measurement of flux using
the aperture photometry package APPHOT of IRAF is calculated using

error =
√

(counts/gain + area × stdev2

+ area2 × stdev2/nsky), (18)

where gain is in electrons per analog-to-digital unit (ADU) and area
(of the aperture) in pixels2, stdev is the standard deviation of the
sky counts and nsky is the number of sky pixels.

Out of the total sample of 570 galaxies, the algorithm/procedure
did not converge to give the parameter values for three galaxies,
reporting a floating point zero error. This is an extreme case caused
for sources with central point of such high brightness that the inner
radius goes to zero.

2.8 Overall data sample

We obtained parameters for overall 567 bright (MB ≤−20) bulgeless
(i.e. without classical bulge) and normal (i.e. with classical bulge)
disc-dominated galaxies in the three redshift ranges (263 in 0.77 ≤
z < 1.0, 203 in 0.4 ≤ z < 0.77, 101 in 0.02 ≤ z < 0.05) in rest-frame
B band. We have their redshifts, absolute magnitudes, half-light radii
in kpc and Sérsic index from Sachdeva (2013). We have now com-
puted their Petrosian radii in kpc, concentration, asymmetry, total
stellar mass and effective stellar mass density. Some of the bulge-
less and normal disc galaxy images from the sample are shown in
Figs 1 and 2 for the three redshift ranges. The computed parameters
along with the associated errors for these images are provided in
Table 1. In the next section, we present the results that provide in-
sights into bulge formation and evolution occurring in disc galaxies,
by examining the evolution and relationships of these parameters.

3 R ESULTS

The formation and evolution of bulges in disc galaxies can be
probed by examining the mutual evolution and relationship of those
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Table 1. Parameters for galaxies shown in Figs 1 and 2.

Source ID RA (J2000) Dec. (J2000) z C C-err A A-err RP RP-err
(◦) (◦) (kpc) (kpc)

SDSS 107284 18.182632 15.70782 0.039 2.318 0.118 0.492 0.026 20.962 1.048
SDSS 138496 140.67966 57.51786 0.049 2.106 0.128 0.359 0.036 21.709 1.085
SDSS 236819 318.44444 − 5.8170589 0.049 2.543 0.157 0.367 0.034 21.686 1.084
SDSS 364153 148.98351 53.693652 0.044 2.531 0.127 0.356 0.027 22.805 1.140
SDSS 63945 226.72858 0.1863334 0.035 3.586 0.182 0.222 0.016 18.186 0.909
SDSS 87659 231.89702 0.28918961 0.049 3.333 0.254 0.192 0.009 16.739 0.837
SDSS 107614 28.966593 14.940272 0.044 3.042 0.203 0.397 0.018 17.078 0.854
SDSS 110067 42.326159 − 8.1749502 0.030 3.485 0.156 0.211 0.008 18.788 0.939
HST-ACS 1355 53.0167785 − 27.7189942 0.538 2.93 0.192 0.376 0.034 9.661 0.483
HST-ACS 14303 53.1091768 − 27.8529078 0.629 2.937 0.096 0.759 0.119 21.586 1.079
HST-ACS 28155 53.190166 − 27.7349438 0.530 2.417 0.104 0.643 0.077 15.897 0.795
HST-ACS 31666 53.2226372 − 27.8475767 0.432 2.755 0.121 0.598 0.058 12.901 0.645
HST-ACS 2587 53.0311719 − 27.7357189 0.935 2.483 0.209 0.937 0.197 10.912 0.546
HST-ACS 11609 53.093944 − 27.8727229 0.789 2.573 0.202 0.581 0.074 9.875 0.494
HST-ACS 19859 53.1384525 − 27.6806527 0.828 2.581 0.207 0.657 0.111 9.887 0.494
HST-ACS 27617 53.1859173 − 27.7756062 0.848 2.155 0.186 0.791 0.16 9.571 0.478
HST-ACS 3467 53.0391609 − 27.7100294 0.716 3.12 0.276 0.312 0.036 8.484 0.424
HST-ACS 12196 53.0975165 − 27.7212663 0.551 3.09 0.156 0.531 0.048 13.391 0.669
HST-ACS 19467 53.1361845 − 27.836454 0.633 3.466 0.139 0.46 0.05 17.084 0.854
HST-ACS 26780 53.179339 − 27.9235978 0.615 3.296 0.151 0.596 0.07 15.290 0.764
HST-ACS 4982 53.050917 − 27.7724075 0.924 3.211 0.246 0.482 0.043 10.156 0.508
HST-ACS 9837 53.0831774 − 27.7471694 0.883 2.937 0.163 0.678 0.108 14.526 0.726
HST-ACS 10198 53.0854551 − 27.6830331 0.847 3.224 0.138 0.837 0.129 17.162 0.858
HST-ACS 16603 53.120832 − 27.8230569 0.783 3.067 0.367 0.272 0.033 6.149 0.307

Table 2. Mean and median values of Petrosian radius and half-light radius.

Redshift Disc No. of Mean of Std. dev. Median Mean of Std. dev. Median
range type sources Petrosian radius of RP of RP half-light radius of Re of Re

〈RP〉 (kpc) σ 〈Re〉 (kpc) σ

0.77–1.0 Bulgeless 105 12.706(±0.317) 3.246 12.249(±0.397) 5.429(±0.179) 1.844 4.902(±0.224)
0.77–1.0 Normal 158 10.498(±0.325) 4.087 9.411(±0.407) 3.725(±0.149) 1.885 3.170(±0.187)
0.4–0.77 Bulgeless 73 13.787(±0.459) 3.922 13.871(±0.575) 5.947(±0.251) 2.148 5.539(±0.314)
0.4–0.77 Normal 130 11.075(±0.368) 4.194 10.507(±0.461) 4.446(±0.193) 2.208 4.080(±0.242)
0.02–0.05 Bulgeless 25 23.464(±1.035) 5.177 22.395(±1.297) 6.972(±0.500) 2.504 6.508(±0.626)
0.02–0.05 Normal 76 20.373(±1.119) 9.761 18.244(±1.402) 4.552(±0.147) 1.280 4.368(±0.184)

parameters whose measure is associated with bulge properties. We,
thus, examine the evolution of size, concentration, inner stellar den-
sity and asymmetry.

3.1 Size evolution

The sizes of the massive disc galaxies in the Universe are seen to
undergo a dramatic increase with time (e.g. Trujillo et al. 2007;
Buitrago et al. 2008; Carrasco, Conselice & Trujillo 2010; van
Dokkum et al. 2010; Cassata et al. 2013). Some studies have at-
tempted to explain this increase through inside-out processes, major
mergers, minor mergers, accretion, active galactic nucleus (AGN)
processes, etc. (Hopkins et al. 2009; Kaviraj et al. 2009; Bluck et al.
2012; Ownsworth et al. 2012; McLure et al. 2013).

The mechanisms that lead to the overall increase in disc length
are also expected to produce variations in the inner region. For
example, secular evolution driven by various asymmetric structures
causes galactic discs to expand on the outside and contract on the
inside (Tremaine 1989; van Dokkum et al. 2010; Kormendy 2013).
To understand the relative role of the mechanisms in disc growth,
the increase in the total optical extent should be tracked with the
change in the inner region properties.

We, therefore, examine the increase in the Petrosian radius of the
galaxy relative to the increase in its half-light radius. This relative
increase will be seen separately for discs with and without classical
bulges at the three redshift ranges (0.02–0.05, 0.4–0.77, 0.77–1.0).

The distribution of the Petrosian radius for bulgeless and normal
disc galaxies is shown in Fig. 3 for the three redshift ranges. For the
bulgeless disc galaxies it increases by 85(±4) per cent (from 12.71
to 23.46 kpc) from z ∼ 0.9 to the present epoch. Over the same time
range, for the normal disc sample, it increases by 94(±6) per cent
(from 10.50 to 20.37 kpc) (see Table 2).

Thus, both morphological types show a significant increase in
size. However, the evolution is faster and leads to a more effective
increase in size for the normal disc galaxies. Nevertheless, it is
interesting to note that bulgeless disc galaxies are larger than the
normal disc galaxies, on average, at all redshift bins.

In contrast to the Petrosian radius, the half-light radius for both
bulgeless and normal disc samples shows a minor increase of
28(±2) per cent (from 5.43 to 6.97 kpc) and 22(±1) per cent (from
3.72 to 4.55 kpc), respectively, from z ∼ 0.9 to the present epoch
(Table 2).

If we see the relative quantity, i.e. the ratio of Petrosian radius
to half-light radius, it increases from 2.34 to 3.36 from z ∼ 0.9
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Figure 4. Petrosian radius is plotted against half-light radius for bulgeless and normal disc galaxies in the three redshift ranges. The solid line in each graph
marks the linear relation followed by the full sample at that redshift range. The highest redshift range (0.77–1.0) relation is shown on the two lower redshift
range (0.4–0.77, 0.02–0.05) plots with dotted lines. It is seen to almost overlap the intermediate-redshift range (0.4–0.77) relation. However, for the local
sample (0.02–0.05), the slope is entirely different. There the half-light radius is seen to be a much smaller fraction of the Petrosian radius. For the Petrosian
radius, the error scales with the value and is seen to be in the range of ±5 per cent. For half light radius, the typical error is of ±0.2 kpc.

to the present epoch for bulgeless disc galaxies. However, the in-
crease is larger, from 2.82 to 4.48, for the normal disc galaxies. For
these galaxies, their total radius becomes ∼4.5 times their half-light
radius, as we reach the present epoch.

The two sizes (half-light radius and Petrosian radius), though
computed in totally different ways (parametrically and non-
parametrically), are found to be highly correlated in our galaxy
sample, as seen in Fig. 4. The linear fit relation found for the high-
est redshift range (0.77–1.0) almost overlaps the relation found
for the intermediate-redshift range (0.4–0.77). However, the slope
changes drastically for the local redshift range (0.02–0.05):

RP = 1.69(±0.06)Re + 3.62(±0.31); 0.4 ≤ z < 1.0, (19)

RP = 4.92(±0.68)Re − 2.04(±0.59); 0.02 ≤ z < 0.05. (20)

The change of slope further signifies that the half-light radius re-
duces to a much smaller fraction of the Petrosian radius as we reach
the present epoch.

Overall, we find that while the total extent of our discs almost
doubles with time, the radius containing half the stellar light in-
creases marginally in comparison. This suggests significant periph-
eral increase, which is seen to be somewhat more pronounced for
the normal disc sample.

3.2 Concentration evolution

The Sérsic index is extensively used not just for morphological
characterization of galaxies but also to study their structural evolu-
tion (Shen et al. 2003; Blanton et al. 2005b; Fisher & Drory 2008;
Conselice et al. 2011; Bruce et al. 2012; Buitrago et al. 2013). Being
related to the steepness of the intensity profile, it is a measure of
the prominence of the bulge component (Sersic 1968; Peng et al.
2002). The concentration parameter, however, is seen to be a better
estimator of the bulge presence for low-redshift galaxies (Conselice
2003; Graham et al. 2005; Gadotti 2009).

Our full (disc-dominated) sample is separated on the basis of
Sérsic index (along with the Kormendy relation). We now examine
the evolution in their concentration value. The distribution of the
concentration for bulgeless and normal disc galaxies is studied for
the three redshift ranges (0.02–0.05, 0.4–0.77, 0.77–1.0). The mean
concentration of the bulgeless disc galaxies shows a statistically

insignificant increase from z ∼ 0.9 to the present epoch (Table 3).
However, for the normal disc sample it increases by 12.3(±0.3) per
cent (from 2.77 to 3.11), over the same time range (Table 3).

Thus, while the average bulgeless disc galaxy concentration re-
mains almost similar over the three redshift ranges, there is a sig-
nificant (albeit admittedly small) increase in average normal disc
galaxy concentration.

While the Sérsic index has been obtained parametrically, i.e. by
fitting a function to the surface brightness profile, the concentration
is based on total count ratios, i.e. non-parametrically. We examine
the relationship of the two parameters for the full sample (Fig. 5)
in the three redshift ranges. The two quantities are seen to be well
correlated for both morphological types and follow a single relation
for both the higher (0.77–1.0) and intermediate (0.4–0.77) redshift
ranges:

C = 0.38(±0.03)n + 2.32(±0.04), 0.4 ≤ z < 1.0. (21)

The two quantities appear to provide a similar estimate of the bulge
component. Thus, according to our study they are equally well
deserving to be chosen at high redshifts for morphological determi-
nation.

However, the correlation is absent for the local redshift range
(0.02–0.05). This lack of correlation at local redshifts is also re-
ported by Gadotti (2009). We speculate that for highly resolved
local galaxies the intensity gradient between the bulge and the disc
is enhanced, leading to poorer fits when only a single function is
used to fit the entire galaxy.

3.3 Stellar density evolution

Total stellar mass is one of the most significant properties of a galaxy
and is seen to be correlated with not just the overall concentration
but also the star formation rate of the galaxy (Caon, Capaccioli &
D’Onofrio 1993; Conselice 2003; Noeske et al. 2007; Disney et al.
2008; Bauer et al. 2011). Recent studies have found that close to
half of the present stellar mass of the galaxies assembled by z ∼ 1
(Bundy, Ellis & Conselice 2005; Mortlock et al. 2011; Marchesini
et al. 2014; Ownsworth et al. 2014). We first examine the growth
in the stellar mass for our full sample from z ∼ 0.9 to the present
epoch (Fig. 6).
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Table 3. Mean and median values of concentration and asymmetry.

Redshift Disc No. of Mean of Std. dev. Median Mean of Std. dev. Median
range type sources concentration of C of C asymmetry of A of A

〈C〉 σ 〈A〉 σ

0.77–1.0 Bulgeless 105 2.748(±0.027) 0.278 2.772(±0.034) 0.827(±0.014) 0.145 0.831(±0.017)
0.77–1.0 Normal 158 2.767(±0.030) 0.382 2.784(±0.037) 0.568(±0.014) 0.181 0.559(±0.017)
0.4–0.77 Bulgeless 73 2.726(±0.037) 0.317 2.677(±0.046) 0.719(±0.019) 0.159 0.718(±0.024)
0.4–0.77 Normal 130 2.819(±0.034) 0.391 2.776(±0.042) 0.515(±0.016) 0.188 0.494(±0.020)
0.02–0.05 Bulgeless 25 2.791(±0.067) 0.448 2.674(±0.084) 0.412(±0.023) 0.115 0.394(±0.029)
0.02–0.05 Normal 76 3.107(±0.064) 0.560 3.010(±0.080) 0.308(±0.015) 0.131 0.280(±0.019)

Figure 5. Concentration is plotted against Sérsic index, n, for bulgeless and normal disc galaxies in the three redshift ranges. The solid line in each graph marks
the linear relation followed by the full sample at that redshift range. The highest redshift range (0.77–1.0) relation is shown on the two lower redshift range
(0.4–0.77, 0.02–0.05) plots with dotted lines. The two parameters are seen to be highly correlated and the relation almost overlaps for the two high-redshift
ranges (0.77–1.0, 0.4–0.77). However, the local sample shows a lack of correlation in the two values. For concentration, typical error on the value is ±0.17 and
for Sérsic index it is ±0.05.

Figure 6. Distribution of log of total stellar mass (in units of M	) is shown
in the three redshift ranges for bulgeless disc (solid lines) and normal disc
(dashed lines) galaxies. The distribution of their mean values with redshift
is also shown. Since it is on log scale, even a slight shift corresponds to a
huge increase in the mass of the galaxy. A shift towards higher mass can be
seen for both morphological types. Their stellar mass at z ∼ 0 is more than
double of that at z ∼ 0.9.

The mean values of the log of total stellar mass (in units of solar
mass, M	) are given in the three redshift ranges in Table 4. The
bulgeless disc galaxies witness an increase of 3.1 × 1010 M	 (from
2.7 to 5.8 × 1010 M	) from z ∼ 0.9 to the present epoch. Over the
same time range, the normal disc galaxies witness an increase of
4.5 × 1010 M	 (from 4.4 to 8.9 × 1010 M	).

Thus, we find that both the morphological types have gained more
than 50(±6) per cent of their present stellar mass since z ∼ 0.9.
The interesting part is that the increase in the total stellar mass of a
normal disc galaxy is ∼1.5 times more than that seen for a bulgeless
disc galaxy over the last ∼8 Gyr, on average. The difference in the
average total stellar mass of the two morphological types almost
doubles (from 1.7 to 3.1 × 1010 M	) from z ∼ 0.9 to the present
epoch.

Next we examine the growth of stellar mass density in the inner
region, i.e. the effective stellar mass density. The distribution of the
effective stellar mass density on the log-scale is shown in Fig. 7 for
bulgeless and normal disc galaxies in the three redshift ranges.

Examining the mean values from z ∼ 0.9 to the present epoch
(Table 4), we find an increase of 4.7 × 107 M	 kpc−2 (from 1.6
to 2.1 × 108 M	 kpc−2), on average, for the effective stellar mass
density of bulgeless disc galaxies; and of 8.8 × 107 M	 kpc−2

(from 6.6 to 7.4 × 108 M	 kpc−2), on average, for the normal disc
galaxies.

While the normal disc galaxies witness an increase of 13(±5) per
cent in their effective stellar mass density, this is more prominent
for the bulgeless disc galaxies, namely 30(±1) per cent. However,
in absolute terms, the increase for the average normal disc galaxy
is ∼1.8 times that seen for a bulgeless disc galaxy over the last
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Table 4. Mean values of log of total stellar mass (LTSM) and log of effective stellar mass density (LESMD).

Redshift Disc No. of Mean of Std. dev. Median Mean of Std. dev. Median
range type sources LTSM of LTSM of LTSM LESMD of LESMD of LESMD

〈LTSM〉 σ 〈LESMD〉 σ

0.77–1.0 Bulgeless 101 10.438(±0.057) 0.574 10.381(±0.071) 8.214(±0.058) 0.584 8.219(±0.073)
0.77–1.0 Normal 151 10.647(±0.048) 0.593 10.610(±0.060) 8.817(±0.049) 0.598 8.795(±0.061)
0.4–0.77 Bulgeless 71 10.503(±0.072) 0.603 10.386(±0.090) 8.211(±0.064) 0.544 8.178(±0.080)
0.4–0.77 Normal 121 10.634(±0.055) 0.609 10.562(±0.069) 8.654(±0.062) 0.682 8.575(±0.078)
0.02–0.05 Bulgeless 25 10.768(±0.056) 0.280 10.755(±0.070) 8.324(±0.049) 0.248 8.339(±0.061)
0.02–0.05 Normal 76 10.950(±0.045) 0.391 10.943(±0.056) 8.872(±0.043) 0.377 8.854(±0.054)

Figure 7. Distribution of log of effective stellar mass density is shown in
the three redshift ranges for bulgeless disc (solid lines) and normal disc
(dashed lines) galaxies. The distribution of their mean values with redshift
is also shown. Since it is on log scale, even a slight shift corresponds to a
huge increase in the mass density of the galaxy. The normal sample shows
fluctuation, however, the density at z ∼ 0 is more than that at z ∼ 0.9 for
both morphological types.

∼8 Gyr. Thus, for both total stellar mass and effective stellar mass
density, the increase seen for the normal disc sample is considerably
more than that seen for the bulgeless disc sample.

In addition, we note that the effective stellar mass density can be
a better indicator of galaxy morphology than concentration. This is
seen using the Kolmogorov–Smirnov (KS) test which is considered
an efficient mathematical tool for determining the significance of
the difference of two distributions. We use this test to compare the
bulgeless and normal disc galaxy samples with respect to concen-
tration and effective mass density in three redshift ranges (Table 5).

The null hypothesis is that the two distributions are from the
same parent set and this test quantifies a probability for this null
hypothesis. For that, we compute the distance (D-observed) between
the empirical cumulative distribution functions of the two samples.
Based on this distance and the sample size, the probability for the
null hypothesis is found (Table 5). In the case of concentration,
this probability is not convincingly low for the two distributions
to be considered significantly different. However, it is found to be

Table 5. KS-test D-observed and probability values.

Parameter Redshift D-observed Probability
range

Conc 0.02–0.05 0.337 0.021
Log-EMD 0.02–0.05 0.709 3.4e-09
Conc 0.40–0.77 0.178 0.092
Log-EMD 0.40–0.77 0.395 9.7e-07
Conc 0.77–1.00 0.132 0.204
Log-EMD 0.77–1.00 0.414 8.9e-10

negligible at all redshift ranges in the case of effective stellar mass
density.

3.4 Correlations with asymmetry

The asymmetric features in the disc galaxy, created by both in-
ternally and externally driven processes, lead to the formation of
pseudo- and classical bulges in disc galaxies (Khochfar & Silk
2006; Elmegreen et al. 2008; Jogee et al. 2009; Hopkins et al. 2010;
Kormendy et al. 2010; Conselice 2014). Thus, it is imperative to
analyse the evolution of asymmetry and its relationship with other
parameters of disc galaxies.

The distribution of the asymmetry for bulgeless and normal disc
galaxies is shown in Fig. 8 for the three redshift ranges. The mean
asymmetry for bulgeless disc galaxies falls by 50(±3) per cent (from
0.83 to 0.41) from z ∼ 0.9 to the present epoch (Table 3). Over the
same time range, the mean asymmetry for the normal disc sample
falls by 45(±2) per cent (from 0.57 to 0.31; Table 3).

Both bulgeless and normal disc galaxies show a huge decline in
their asymmetry value with time, indicating the disappearance of
asymmetric features. The bulgeless disc sample is more asymmetric
than the normal disc sample at all redshift ranges (Fig. 8). However,
due to the more significant fall seen in the average asymmetry
value of the bulgeless disc sample, it reaches closer to the average
asymmetry value of the normal disc sample.

The asymmetry parameter shows a correlation with half-light
radius (Fig. 9). Bulgeless disc galaxies, having larger half-light
radii than the normal disc galaxies, have higher asymmetries. At
fixed radii, bulgeless disc galaxies are found to be more asymmetric
than normal disc galaxies, on average.

The asymmetry parameter shows an anticorrelation with effective
stellar mass density, as explored in Fig. 10 for both morphological
types. There is a steep fall in the asymmetry with the increase in
effective stellar mass density for all the redshift ranges. The slope
for 0.4 ≤ z < 1.0 is

A = −0.21(±0.02) log(EMD) + 2.47(±0.13). (22)
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Figure 8. Distribution of asymmetry for bulgeless disc (solid lines) and
normal disc (dashed lines) galaxies is shown for the three redshift ranges.
The distribution of the means with redshift is also shown. Reduction in the
scatter of the parameter value with time is apparent. The fall in the mean
value of asymmetry is more significant for the bulgeless disc sample.

Bulgeless disc galaxies being more asymmetric and less dense as
compared to normal disc galaxies are on the higher end of the slope
in all three redshift ranges.

4 D ISCUSSION

We have a total sample of 567 disc-dominated galaxies separated
into bulgeless (without classical bulge) discs and normal (with clas-
sical bulge) discs in three redshift ranges (0.77 ≤ z < 1.0, 0.4 ≤
z < 0.77 and 0.02 ≤ z < 0.05). We have examined the evolution in
size, concentration, effective stellar mass density and asymmetry of
these two samples. We first list our major findings and then discuss
the implications.

(i) Both morphological types show a significant increase [94(±6)
per cent for the normal disc sample] in total optical extent since
z ∼ 0.9. The half-light radius of the galaxies witnesses a much
smaller increase [22(±1) per cent for the normal disc sample] in
comparison. This peripheral size evolution is more evident for the
normal disc sample in which the outer radius becomes ∼5 times the
inner radius by z ∼ 0.

(ii) The mean concentration of stellar light undergoes a signifi-
cant increase (�C = 0.34) for the normal disc sample as compared
to the bulgeless disc sample (�C = 0.04) since z ∼ 0.9. The con-
centration parameter of the galaxy is seen to be well correlated with
its global Sérsic index value for both morphological types at higher
redshift ranges (0.44–0.77, 0.77–1.0). However, the correlation is
absent for the local sample (0.02–0.05).

(iii) Both morphological types have gained more than half of their
present stellar mass since z ∼ 0.9. In absolute terms, the increase
in the total stellar mass as well as effective stellar mass density is
significantly more important (∼1.5 and 1.8 times, respectively) for
the normal disc sample.

(iv) The bulgeless disc sample is more asymmetric than the nor-
mal disc sample at all redshift ranges. Both samples witness a fall
in their mean asymmetry value from z ∼ 0.9 to ∼0, the fall be-
ing more drastic [∼50(±3) per cent] for the bulgeless disc sample.
Asymmetry is found to be correlated with the half-light radius, and
anticorrelated with the effective stellar mass density of the galaxy.

4.1 Impact of internal evolution

In our sample, from z ∼ 0.9 to ∼0, the Petrosian radius increases
more significantly than the effective radius. In other words, the
strong increase in the total radius of the full sample is not reflected
in its half-light radius. This peripheral increase appears to provide
evidence in support of internal secular evolution in which, due
to the outward transfer of angular momentum, galaxy discs are
expected to expand on the outside and get more concentrated on
the inside (Tremaine 1989; Combes 2001; Kormendy & Kennicutt
2004). However, there are complexities with this explanation.

The asymmetric features such as spiral arms and bars that in-
duce and speed up internal secular evolution (Kormendy & Kenni-
cutt 2004; Jogee 2006; Coelho & Gadotti 2011; Sheth et al. 2012;
Cheung et al. 2013) are known to be present in the bulgeless disc
galaxies with greater propensity (Buta 2013). In our study also the

Figure 9. Asymmetry is plotted against half-light radius for bulgeless disc and normal disc galaxies in the three redshift ranges. The solid line in each graph
marks the linear relation followed by the full sample at that redshift range. The larger the radius, the greater is seen to be the asymmetry value of the galaxy.
Sources from the bulgeless disc sample, having on an average larger half-light radii, are found to have higher asymmetry values. The typical error on the
asymmetry value is ±0.08 and for the half-light radius it is ±0.2 kpc.
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Figure 10. Asymmetry is plotted against log of effective stellar mass density for bulgeless disc and normal disc galaxies in the three redshift ranges. The solid
line in each graph marks the linear relation followed by the full sample at that redshift range. The two parameters are seen to be highly correlated for both
morphological types. The higher the galaxy’s stellar mass density inside its effective radius, the lower is the asymmetry of its stellar light distribution. The
typical error on the asymmetry value is ±0.08 and for the log of effective stellar mass density it is ±0.05.

bulgeless disc sample is found to be more asymmetric than the
normal disc sample at all three redshift ranges. This in turn might
favour the build-up of central concentration and eventual fading of
the asymmetric features with time (Kormendy & Kennicutt 2004;
Athanassoula 2005) in bulgeless galaxies. This can be the probable
cause for a relatively steeper decrease in the asymmetry value of
our bulgeless disc sample.

Naively, thus, internal secular evolution is expected to be more
efficient for the bulgeless disc sample. However, we find that the
evolution in terms of size and increase in the density of the inner
region, as seen through concentration and effective stellar mass
density, in absolute terms, is considerably more for the normal disc
sample. This gives us an indication that internal secular processes
are not the only evolution determining forces.

In addition to that, it is known through simulations and observa-
tions that the huge increase in disc galaxies’ total optical extent is
occurring due to stellar mass build up in the outer regions of these
galaxies (Cappellari et al. 2009; Newman et al. 2010). We also re-
port growth in stellar masses by a factor of 2 since z ∼ 1 for both
the morphological samples.

This increase in size in terms of stellar mass build-up as well as
the increase in internal density cannot be achieved only through the
rearrangement of mass and angular momentum. Thus, in addition
to the internal secular evolution, there might be other processes
causing the disc evolution from z ∼ 0.9 to the present epoch. We
argue that such inside-out growth might be driven by the transfer
of matter from the circumgalactic environment to the galaxy, in the
next section.

4.2 Impact of external evolution

Our findings that discs have grown by such large factors from z ∼ 1
to now argues that stellar discs are robust structures, difficult to
be destroyed, and that catastrophic mergers are rather rare at the
second half of the age of the Universe. This is in agreement with
recent studies, based on simulations and observations, which report
a significant decline in the major merger rate with time (Conselice,
Yang & Bluck 2009; Jogee et al. 2009; Bluck et al. 2012).

However, there is continuous accretion of matter from the inter-
galactic medium, and minor mergers are also frequent (Parry et al.
2009; Kaviraj 2010; López-Sanjuan et al. 2011; Bluck et al. 2012).

We do observe that both bulgeless and normal disc galaxies have
gained more than 50 per cent of their total stellar mass in the past
∼8 Gyr. Although star formation within the galaxy can also lead
to the increase in its stellar mass, its contribution is measured to
be much less compared to that from minor mergers and accretion
(Ownsworth et al. 2012, 2014; Madau & Dickinson 2014).

During the last ∼8 Gyr, galaxies are predicted to suffer a pe-
riod of intense bombardment by minor satellites (Khochfar & Silk
2006; Hopkins et al. 2009; Feldmann et al. 2010; Oser et al. 2010;
Quilis & Trujillo 2012). These bombardments are expected to bring
morphological changes in the disc population by building classical
bulges and also giving rise to spheroidal galaxies (Hopkins et al.
2010; Oesch et al. 2010; Cameron et al. 2011; van der Wel et al.
2011; Weinzirl et al. 2011; Law et al. 2012; Buitrago et al. 2013).
For the full sample studied, we report a considerable increase in
the density of the inner region through the measures of Sérsic in-
dex, concentration and the effective stellar mass density for the past
∼8 Gyr.

This increase is also observed in the fact that the fraction of disc
galaxies with classical bulges are increasing from z ∼ 0.9 to the
present epoch. It increases from 60 per cent at the highest redshift
range (0.77–1.0) to 64 per cent at the intermediate-redshift range
(0.4–0.77) and finally to 75 per cent at the local redshift range
(0.02–0.05), indicating that some of the bulgeless discs are growing
a classical bulge with time. Although internal secular mechanisms
driven by disc instabilities also lead to the increase in inner den-
sity, these methods can only lead to the formation of pseudo-bulges
(Binney & Tremaine 1987; Kormendy & Kennicutt 2004; Kor-
mendy et al. 2010; Saha & Gerhard 2013). The evidence, thus,
suggests that minor mergers and accretion are playing a significant
role from z ∼ 0.9 to the present epoch.

There is substantial literature that establishes the dependence
of galaxy properties on local environmental density such that the
higher the density of the local environment, the more massive,
dense, early-type and non-star forming is the galaxy (Dressler 1984;
Gómez et al. 2003; Blanton & Moustakas 2009; Scoville et al. 2013).
In the specific case of discs, discs with classical bulges are rarely
found in low-density environments (Kormendy et al. 2010). Also,
discs without classical bulges are expected to keep this way by
being in more isolated environments (Peebles & Nusser 2010). By
that argument, at z ∼ 1, normal disc galaxies supporting a classical
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bulge and being denser, more massive and less star forming are
expected to be placed in denser environments as compared to the
bulgeless disc galaxies.

There is observational evidence that galaxies in denser environ-
ments show a more rapid increase of galaxy size with redshift
(Cooper et al. 2012; Lani et al. 2013). Our results are in agree-
ment, such that, normal disc galaxies show faster size evolution
as compared to the bulgeless galaxies. Dense environments should
also facilitate a stronger evolution in the inner region of galaxies as
they are expected to undergo an increased amount of accretion and
interaction with satellites (Conselice 2014, and references therein).
In our study also, in absolute terms, the increase in the inner density
is observed to be more prominent in the case of the normal disc
sample. Thus, environment appears to have strongly affected bulge
growth over the past ∼8 Gyr.

Overall, we have found that both internal and external mecha-
nisms are involved in disc and bulge evolution. External processes,
in the form of minor mergers and accretion, appear to be playing a
more effective role in growing classical bulges in relatively denser
environments.

Examining the inner region properties through both parametric
and non-parametric measures provides considerable insight into the
relative role of the processes involved in disc evolution. Further
understanding can perhaps be obtained from studies in other wave-
lengths, especially the infrared region, in which dust effects are
minimized.
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Buitrago F., Ownsworth J., 2011, MNRAS, 413, 2845
Mortlock A. et al., 2013, MNRAS, 433, 1185
Mosleh M., Williams R. J., Franx M., 2013, ApJ, 777, 117
Newman A. B., Ellis R. S., Treu T., Bundy K., 2010, ApJ, 717, L103
Noeske K. G. et al., 2007, ApJ, 660, L47
Oesch P. A. et al., 2010, ApJ, 714, L47
Oke J. B., Sandage A., 1968, ApJ, 154, 21
Oser L., Ostriker J. P., Naab T., Johansson P. H., Burkert A., 2010, ApJ, 725,

2312
Ownsworth J. R., Conselice C. J., Mortlock A., Hartley W. G., Buitrago F.,

2012, MNRAS, 426, 764

Ownsworth J. R., Conselice C. J., Mortlock A., Hartley W. G., Almaini O.,
Duncan K., Mundy C. J., 2014, MNRAS, 445, 2198

Parry O. H., Eke V. R., Frenk C. S., 2009, MNRAS, 396, 1972
Peebles P. J. E., Nusser A., 2010, Nature, 465, 565
Peng C. Y., Ho L. C., Impey C. D., Rix H.-W., 2002, AJ, 124, 266
Peng C. Y., Ho L. C., Impey C. D., Rix H.-W., 2010, AJ, 139, 2097
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Abstract
In this study, theoretical and experimental investigations have been carried out to explore the
suitability of graphene layers as an antireflection coating. Microwave plasma enhanced
chemical vapor deposition and chemically grown graphene layers deposited on polished and
textured silicon surfaces show that graphene deposition results in a large decrease in
reflectance in the wavelength range of 300–650 nm, especially in the case of polished silicon.
A Si3N4/textured silicon reference antireflection coating and graphene deposited polished and
textured silicon exhibit similar reflectance values, with the graphene/Si surface showing lower
reflectance in the 300–400 nm range. Comparison of experimental results with the finite
difference time domain calculations shows that the graphene along with a SiO2 surface layer
results in a decrease in reflectance in the 300–650 nm range, with a reflectance value of <5%
for the case of graphene deposited textured silicon surfaces. The monolayer and inert character
along with the high transmittance of graphene make it an ideal surface layer. The results of the
present study show its suitability as an antireflection coating in solar cell and UV detector
applications.

(Some figures may appear in colour only in the online journal)

1. Introduction

Graphene with its two-dimensional honeycomb lattice of
tightly packed carbon atoms has attracted phenomenal
interest due to its new physics and unique electronic,
electrical, mechanical and optical properties. The mobility
of charge carriers in suspended graphene samples goes up
to 200 000 cm2 V−1 s−1 for carrier densities below 5 ×
109 cm−2 at temperatures near absolute zero [1, 2]. The
experimentally measured values of thermal conductivity (at
room temperature) and the thermoelectric power of graphene
are 3000–5000 W mK−1 [3] and 50–100 µV K−1 [4, 5],
respectively. Recent experiments have established graphene
as the strongest material with second-, third-order elastic
stiffness and intrinsic strength for monolayer graphene of

340 ± 50 N m−1,−690 ± 120 N m−1 and 42 ± 4 N m−1,
respectively, corresponding to a Young’s modulus of 1.0± 0.1
TPa [6]. Startlingly low absorption with high transmittance
of 96–98% in the UV–visible region has been estimated
for monolayer graphene [7, 8]. High electron mobility and
high optical transmittance make it inherently attractive as
a transparent electrode in optoelectronic devices and it
has been used or proposed in a number of optical and
electronic devices. A graphene–Si Schottky junction [9] has
shown a photovoltaic conversion efficiency of 8.6% [10].
Graphene layers have also been used to modify the interface
properties of a Ti–CuO–Cu junction where the introduction
of multilayer graphene (MLG) in between CuO–Cu leads
to the observation of bipolar resistive switching [11]. Due
to its remarkable optoelectronic properties, a number of

10957-4484/13/165402+08$33.00 c© 2013 IOP Publishing Ltd Printed in the UK & the USA
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reviews have highlighted that graphene is likely to benefit
photovoltaics devices as a near transparent electrode and
antireflection coating [12–17]. This study is a first attempt
to examine the suitability of few-layer graphene as an
antireflection coating on polished and textured silicon, which
are commonly used in solar cell structures.

An antireflection coating (ARC) is an integral part of
optoelectronic device fabrication technology. For a fixed
wavelength, the phase relationship condition requires the
optical thickness of the layer (the refractive index multiplied
by the physical thickness) to be equal to a quarter the
wavelength of the incoming wave and the refractive index
to be the geometric mean of the refractive index of the
semiconductor and air. For photovoltaic applications, the
reflectance is minimized for a wavelength of 0.6 µm which
is close to the maximum power point of the solar spectrum.
By increasing the number of layers of different refractive
index and thickness, the reflectance can be decreased over
a wider spectral range. In silicon solar cell technology,
texturing of the silicon surface using chemical etchants and
subsequent coating of silicon nitride (Si3N4) is commonly
used to reduce the reflection losses from 40–58% for polished
Si to 5–15% [18]. The monolayer character of a graphene
layer makes it an ideal surface layer which can adhere well
to a planar, textured or corrugated surface.

We report the antireflection properties of graphene films
on polished surface (PS) and chemically textured surface
(TS) commonly used in Si solar cell technology. Graphene
layers formed by microwave plasma enhanced chemical vapor
deposition (MPCVD) and chemical methods (chemically
prepared graphene, RGO) are dispersed on silicon surfaces
and reflectance was measured in the wavelength range
300–650 nm. The experimental results are compared with
those for a standard Si3N4 ARC used in silicon solar cell
technology. The optical properties of graphene layers having
different configurations on silicon surfaces were studied using
the finite difference time domain (FDTD) simulation [19]. The
measured reflectance for both types of graphene deposited
substrates was compared with simulated results.

2. Experimental details

Two types of graphene layers (i) prepared using the MPCVD
technique (designated as ‘G1’) and (ii) prepared using a
chemical route (RGO) procured from ACS Materials USA
(designated as ‘G2’) were used in this study.

The graphene films were grown on 25 µm thick Cu foil
(99.98%, Sigma Aldrich, item no. 349208) using the MPCVD
technique with CH4, H2 and Ar as the precursor forming
gases. Before deposition, Cu foil was cleaned in acetic acid
followed by de-ionized water and isopropyl alcohol to remove
the copper oxide present at the surface. Keeping the copper
foil substrate at a temperature of about 750 ◦C, a plasma was
created by using H2 (400 sccm) and Ar (30 sccm) at a gas
pressure of 30 Torr with a microwave (2.45 GHz) power of
1.5 kW. After annealing the Cu foil for about 20 min, CH4
(10 sccm) was introduced and a graphene layer was deposited
for 5 min. The substrate was allowed to cool down naturally.

Flow of all the gases was stopped as the temperature reached
close to room temperature.

To study the deposition and optical properties of graphene
deposition of Si, the graphene from the Cu foil was transferred
onto a Si substrate. The transfer process involved several
steps [20]. In the first step, polymethylmethacrylate (PMMA)
(Sigma Aldrich, average MW ∼ 996 000, item no. 182265,
6 wt% in anisole) was spin coated on one side of the Cu
foil. The other side of the Cu foil was exposed to O2 plasma
to remove graphene from that side since graphene growth is
known to take place on both sides of Cu foil. In a second
step, Cu foil was etched out using FeCl3 (10%, wt/vol.) for
3–4 h and subsequently PMMA/graphene film was cleaned
several times in a bath of de-ionized water and carefully
transferred to a quartz and silicon substrate. Thereafter, the
sample was allowed to dry for 12 h and then PMMA was
removed using acetone for 5 h at a temperature of 50 ◦C. The
sample was further treated for 5 h in a H2 (200 sccm) and Ar
(30 sccm) environment at a temperature of 450 ◦C to remove
the remaining traces of PMMA [20, 21].

Chemically prepared graphene films (containing ∼92%
carbon, <8% oxygen) produced via thermal exfoliation
reduction and hydrogen reduction of single-layer graphene
oxide was obtained from ACS Material USA and was
also used for studying the deposition and optical properties
of graphene deposition on Si substrate. The 2 mg of
as-obtained graphene powder was dispersed in 5 ml of
N,N-dimethylformamide (DMF) organic solvent, which
exhibited long-term dispersion stability, using ultra-sonication
and further spin coated on the desired substrate [22].

Raman spectroscopic measurements were carried out
in backscattering geometry using the 514.5 nm line of the
Ar+ laser for excitation. The scattered light was analyzed
with a Renishaw spectrometer and a charged couple device
was employed for detection. A Quanta 3D FEI field
emission scanning electron microscope (FESEM) was used
to ascertain the morphology of the graphene films. Atomic
force microscopy (AFM) was done in contact mode using a
Nanoscope IIIa instrument from Digital Instruments, USA.
All the optical spectra were recorded on a Perkin–Elmer
Lambda 35 UV/Vis spectrophotometer.

As already mentioned, polished planar and anisotropi-
cally etched textured silicon surface substrates are used in
the present study. A chemically and mechanically polished
p-type Czochralski silicon wafer substrate (〈100〉 oriented,
300µm thick, textured Si substrate having a pyramid structure
of height 8–12 µm) was used for the study. A polished Si
substrate as obtained from the supplier was used in the present
study without removing native oxide. In textured Si samples,
the final step of oxide removal after texturing the Si was
also not carried out. The textured Si substrate reduces the
net reflection of visible light and thereby increases optical
absorption in silicon. As silicon nitride (Si3N4) is widely used
in the industrial manufacture of Si solar cells as an ARC we
chose a plasma enhanced chemical vapor deposited Si3N4
of thickness ∼80 nm coating as a reference to compare the
antireflection properties of graphene deposited on planar and
textured silicon surfaces.
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Figure 1. The Raman spectra, AFM micrograph and section profile are shown in (a), (b) and (c) for G1; and (d), (e) and (f) for G2,
respectively.

3. Result and discussion

3.1. Elemental and morphological characterization of
graphene films

Figure 1(a) shows the Raman spectra of graphene deposited
on Cu foil using the MPCVD method. As is well known,
the three most prominent features of graphene, corresponding
to the D peak at ∼1350 cm−1, the G peak at ∼1580 cm−1

and the 2D peak at ∼2680 cm−1, are observed [23]. The
D peak is a defect-induced Raman feature observed due to
disorder or defects at the edge of the graphene. The G peak
is known to be an indication of the sp2 carbon networks in
the sample. In our sample, the intensity of the D peak is quite
small which indicates defect-free growth of the graphene film.
The 2D peak originates from a second-order Raman process
and can be used to determine the thickness of graphene. The
intensity ratio (I2D/IG) higher than 1.9 indicates the formation
of single-layer graphene in the presented sample [24]. The
thickness of graphene was further confirmed by using section
profile analysis of the AFM image. Figure 1(b) shows the
AFM image of the graphene layer on the Si substrate. Some
wrinkles may be seen in the graphene film. The thickness
of the graphene film calculated from the section profile
analysis, as shown in figure 1(c), has been observed to be
0.352 nm, which indicates the presence of a single layer of
grapheme [25]. This is in good agreement with the results
obtained from the intensity ratio of the 2D peak to the G peak
in Raman spectra.

Figure 1(d) shows the Raman spectra of chemically
prepared graphene (RGO). The dominance of the D peak in
the Raman spectra indicates the presence of disorder in the
RGO film. This may be due to the presence of folding as well

as the residual oxygen and point defects in the RGO film.
Figures 1(e) and (f) show the AFM and section profile images
of RGO film, respectively. Some wrinkles and folding in the
RGO film could be clearly seen. The thickness of the RGO
film calculated from the section profile analysis, as shown
in figure 1(f), has been observed to be 1.21 nm. At some
points, the thickness seems to be higher due to the presence
of the folding and wrinkles in the RGO film. The presence
of functional groups, structural defects and adsorbed water
molecules is known to result in a greater thickness of the RGO
monolayer compared to monolayer graphene prepared by the
MPCVD method [25–27].

Figure 2 shows a FESEM micrograph of graphene layers
deposited on silicon surfaces of polished samples G1–PS
(figure 2(a)) and G2–PS (figure 2(c)) and textured samples
G1–TS (figure 2(b)) and G2–TS (figure 2(d)). In sample
G1–PS, graphene with some wrinkles is observed to follow
most of the specimen surface. In sample G1–TS, graphene
appears to be well settled on the pyramids. In sample G2–PS,
graphene layers are non-uniformly deposited and seem to be
agglomerated in comparison to sample G1–PS. In sample
G2–TS, graphene seems to be unattached to the pyramids at a
number of points.

3.2. Optical characterization of graphene films

Figure 3(a) illustrates the transmittance spectra of graphene
film G1 on quartz glass (sample G1–Q), showing 88–97%
transmittance in the 300–650 nm wavelength range. This is
considered to fulfil the provision of a transparent coating
in solar cell and other optoelectronic devices [28]. The
reflectance spectra show that the graphene overlayer on the
polished Si surface on sample G1–PS results in a drastic
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Figure 2. FESEM micrograph of MPCVD prepared graphene film G1 transferred on (a) polished Si (G1–PS) and (b) textured Si (G1–TS)
substrate and chemically prepared graphene film G2 spin coated on (c) polished Si (G2–PS) and (d) textured Si (G2–TS) substrate,
respectively.

reduction in the reflectance value from 88–43% to 17–11% in
the 300–650 nm wavelength range. In the case of the graphene
layer on a textured Si surface in sample G1–TS, a reduction
in reflectance from 19–15% to 8–14% in the 300–650 nm
wavelength range is observed. It may be noted that although
the reflectance of sample G1–TS is 8% lower than that of
sample G1–PS (17%), reduction in the reflectance value on
graphene deposition is more in G1–PS than in G1–TS, with
respect to the PS and TS samples without a graphene layer.

Figure 3(b) shows the transmittance spectra of graphene
film G2 on quartz glass (sample G2–Q) and shows 82–92%
transmittance in the 300–650 nm wavelength range. The
transmittance value of sample G2–Q is lower than that of
sample G1–Q. This may be due to the difference in the
quality and thickness of the RGO monolayer from that of
the graphene layer prepared by MPCVD [25]. Graphene
deposition on the polished Si surface sample G2–PS reduces
the reflectance value from 88–43% to 77–35%, higher than
that obtained for sample G1–PS in the 300–650 nm range. The
reason for such a difference in the reflectance values may be
attributed to the different morphology of graphene deposited
on samples G1–PS and G2–PS, particularly noticeable in
figures 2(a) and (c) respectively. This observation indicates
the decisive role of graphene deposition morphology, and
thereby of the deposition scheme, to exploit the antireflection
characteristics of graphene. In the case of graphene deposition
on the textured Si surface sample G2–TS the percentage

reflectance decreases from 19–15% to 15–7% almost the same
as that obtained for sample G1–TS in the 300–650 nm range.

Figure 3(c) illustrates a comparison of the reflectance
spectra of MPCVD prepared graphene on a textured Si
substrate (sample G1–TS) and chemically prepared graphene
on a textured Si substrate (sample G2–TS) with the reference
antireflection coating of silicon nitride (Si3N4) on a textured
Si substrate (sample SN–TS) in the 300–650 nm wavelength
range. It is important to note that the reflectance spectrum
of sample SN–TS is about 30–9% in the 300–650 nm
wavelength range with a peak value of 35% at 330 nm. The
graphene overlayer on textured Si in sample G1–TS shows
reflectance values of 8–13% in the 300–430 nm range, well
below the reflectance values of SN–TS substrate in same
range. In the wavelength range 440–650 nm, the reflectance
value of 14% for the G1–TS sample is ∼4% more than the
reflectance values of the SN–TS sample. In sample G2–TS,
the reflectance values of 14–7% are better than the reflectance
values for SN–TS in the 300–650 nm wavelength range.

In summary: (i) G1–TS and G2–TS respond with
very similar reflectance values <15% in the 300–650 nm
wavelength range; (ii) the G1–TS and G2–TS samples
more or less follow the reference ARC sample SN–TS
in the 450–650 nm range and are somewhat better in
300–400 nm wavelength range. The reflectance response of
graphene deposited samples in the 300–400 nm UV region
make them promising candidates for nanoscale ultraviolet
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Figure 3. (a) Measured transmittance and reflectance as a function of wavelength of a MPCVD prepared graphene layer (G1) deposited on
quartz glass (G1–Q) and polished Si (G1–PS) textured Si substrate (G1–TS), respectively. (b) Measured transmittance and reflectance as a
function of wavelength of a chemically prepared graphene layer (G2) deposited on quartz glass (G2–Q) and polished Si (G2–PS) textured Si
substrate (G2–TS), respectively. (c) Measured reflectance as a function of wavelength of reference silicon nitride ARC on textured Si
(SN–TS) MPCVD prepared graphene layer (G1) and chemically prepared graphene layer (G2) deposited on textured Si substrate.

photo-detectors and other UV sensitive photo-electronic
devices [29].

3.3. Reflectance spectra of different model configurations
using FDTD simulation

The effect of graphene deposition on the reflectance of
polished and textured Si surfaces was also evaluated using
FDTD simulation via the Lumerical package [19]. A plane
light wave was launched normally to the substrate. Perfectly
matched layer (PML) conduction was used for the boundary
of the simulation window, which absorbs the energy without
inducing any reflection. An override mesh of 0.5 nm was used
to resolve the graphene film. In this simulation, graphene of
thickness 1 nm with optical constants taken from [30, 31]
was used in the simulation models. The simulation models
are as follows: I, polished Si (PS); II, polished Si with two
graphene layers (PS + G + G); III, polished Si with SiO2
(PS + SO); IV, polished Si with SiO2 layer and two graphene
layers (PS + SO + G + G); V, textured Si (TS); VI, textured
Si with two graphene layers (TS + G + G); VII, textured Si
with SiO2 (TS + SO); VIII, textured Si with SiO2 layer and
two graphene layers (TS + SO + G + G). In this simulation,

graphene is assumed to be a normal bulk material with the
thickness of each layer being 1 nm, the thickness of SiO2
40 nm and the pyramid height of the textured Si surface
1 µm. As already mentioned in the experimental section, the
native oxide on Si samples (PS and TS) was not etched out.
Therefore, the 40 nm thickness of SiO2 assumed in the FDTD
simulation corresponds to the native oxide.

Figure 4(a) shows the reflectance spectra of model
configuration (I–IV) in the case of a polished Si (PS) surface
in the 300–650 nm wavelength range. The reflectance of a bare
polished Si substrate without graphene or SiO2 overlayers
is calculated as 60–34%. On assuming two graphene layers
on polished Si the reflectance drops to 47–32% in the
300–650 nm wavelength range. The presence of a SiO2
overlayer on polished Si significantly affects the reflectance
value. With a 40 nm thick SiO2 layer the reflectance value
reduced to 38–28% on polished silicon. Subsequently, an
addition of two graphene layers of thickness 1 nm each
reflectance was found to reduce 20–24% in the 300–650 nm
wavelength range.

Figure 4(b) shows the reflectance spectra of model
configurations (V–VIII) in the case of a textured Si (TS)
surface in the 300–650 nm wavelength range. Reflectance of a
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Figure 4. Calculated reflectance as a function of wavelength of
different model configurations: (a) I, polished Si (PS); II, polished
Si with two graphene layers of thickness 1 nm each (PS + G + G);
III, polished Si with 40 nm thick SiO2 (PS + SO); IV, polished Si
with 40 nm thick SiO2 and then two graphene layers of thickness
1 nm each (PS + SO + G + G); (b) V, textured Si (TS), textured Si
with two graphene layer of 1 nm thickness each (TS + G + G); VI,
textured Si with 40 nm thick SiO2 (TS + SO); and VII, textured Si
with 40 nm thick SiO2 and then two graphene layer of thickness
1 nm each (TS + SO + G + G).

bare textured Si substrate without graphene or SiO2 overlayers
is 37–12%. The difference in the reflectance value from
the experimentally measured 19–15% in the 300–650 nm
wavelength range may be due to difference between pyramids
height of the experimental textured Si substrate and the
theoretically assumed values. On assuming two graphene
layers on a textured Si surface, no significant change was
observed in reflectance values. With a SiO2 overlayer on
a textured Si surface the reflectance attains 10–8% in the
300–650 nm wavelength range. Subsequent addition of two
graphene layers of thickness 1 nm causes the reflectance to
drop to 3–6% in the 300–650 nm wavelength range.

3.4. Electric field intensity distribution of different model
configurations using FDTD simulation

In order to see the light trapping effect via the electric
field intensity distribution inside and around the Si material
for different model configurations of polished Si and
textured Si surfaces at wavelengths of 300 and 600 nm,

two-dimensional FDTD simulation [19] was carried out. The
model configurations assumed for this are: (i) textured Si
with silicon nitride (TS + SN) as reference antireflection
model configuration; (ii) polished Si with SiO2 and then two
graphene layers (PS+ SO+ G+ G) and (iii) textured Si with
SiO2 and then two graphene layers (TS+ SO + G+G). These
model configurations will be referred as M1, M2 and M3,
respectively. Here again we assume graphene to be a normal
bulk material with the thickness of each layer being 1 nm, the
thickness of silicon nitride is 80 nm, the thickness of SiO2 is
40 nm and the pyramid height of textured Si surface is 1 µm.

From figures 5(a)–(c), at 300 nm, the electric field
intensity distribution for the reference antireflection model
configuration M1 shows that the light in not well trapped
inside the Si pyramidal structure and the magnitude of
intensity is lower outside Si for model configurations M2
and M3. This observation states that the reflectance is less
for model configurations M2 and M3 in comparison with
M1. This is consistent with the experimental results of
lower reflectance for sample G1–PS and G1–TS shown in
figure 3(a). At 600 nm, the electric field intensity distribution
of the reference antireflection model configuration M1 shows
weak intensity outside the Si pyramidal structure, also
followed by model configurations M2 and M3, consistent
with its antireflection properties at this wavelength value
shown in figure 3(c). The electric field intensity distribution
shown in figure 5(c) implies that the model configuration M3
has lower reflectance than the reference antireflection model
configuration M1 at 300 nm and almost the same reflectance
at 600 nm.

The comparison of experimental and simulated results
shows that the presence of SiO2 and a graphene layer, on
both PS and TS substrates, results in a significant reduction
in reflectance values throughout the UV–visible spectral
range. Both PS and TS substrates used in the experimental
investigation are expected to have 20–40 nm of SiO2. The
assumption of a 1 nm thick graphene layer in the calculation
was done keeping in mind the two to three monolayer
graphene, especially in case of the chemically prepared
sample G2. It is important to note that without the presence
of SiO2 layer, inclusion of two to three graphene layers in the
model configuration did not result in a significant reduction in
reflectance. It is worth noting that graphene transferred onto
silicon substrates has some wrinkles and defects. Especially
in the case of textured Si (as shown in figures 2(b) and (d)),
poor adhesion seems to have resulted in locally suspended and
loosely adherent graphene. This can significantly affect the
transmittance value.

It is clear that a SiO2 overlayer is essential to realize the
antireflection properties of graphene. Similar inferences have
been drawn in a study on the identification of graphene by the
total color difference method, which shows that a 72 nm thick
Al2O3 film is most suited for this purpose [32]. Normally
SiO2 or Si3N4 films are used for graphene identification [33].
These results indicate that the dielectric thickness and number
of graphene layers can be the control parameters to reduce the
reflectance of the silicon substrate in a particular wavelength
range. Near field enhancement of plasmonic nanostructures
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Figure 5. FDTD simulated electric field intensity distribution for different model configurations: (a) M1, silicon nitride reference
antireflection coating on textured Si (TS + SN); (b) M2, polished Si with SiO2 and then two graphene layers (PS + SO + G + G); and
(c) M3, textured Si with SiO2 and then two graphene layers (TS + SO + G + G). The vertical scale Y (µm) is the silicon to source stack
height and the horizontal scale X (µm) is material width.

has been used to explain the spectral selectivity of graphene
layers [34]. A combination of high Fermi velocity in graphene
and the presence of high electric field at the graphene–silicon
interface has been proposed to explain the high quantum
efficiency of graphene-layer-based photovoltaic cells [35]. An
increased degree of field enhancement and interaction strength
has been proposed in graphene layers having 2D, 1D and 0D
confinement [36]. In addition to refractive index matching,
the above effects may also influence the reflectance and the
antireflection properties of graphene layers deposited on a
silicon surface. The inert nature of the graphene layer may
be an additional advantage in antireflection applications. It
may be interesting to explore the passivation properties of
graphene on silicon surfaces.

4. Conclusion

We have studied the optical reflectance of few-layer MPCVD
and chemically grown graphene deposited on polished and
textured silicon surfaces and compared these results with
the Si3N4/textured silicon reference ARC. The results of the
present study show that the graphene overlayers result in
a large decrease in reflectance in the wavelength range of

300–650 nm, with an enormous decrease in case of polished
silicon. Si3N4 reference antireflection coating and graphene
deposited polished and textured silicon is observed to have
similar reflectance values in the 450–650 nm range. In the
300–400 nm range, graphene/Si surfaces show significantly
lower reflectance values (8–10% in comparison to about 30%
in the case of Si3N4). The FDTD calculations show that
the presence of a SiO2 intermediate layer is an important
requirement for the observed decrease in reflectance in the
300–650 nm range. It is conjectured that thickness of SiO2

and the number of graphene layers can be varied to achieve
low reflectance in a desired wavelength range. Deposition
of graphene onto large areas seems to be important for
exploiting its antireflection properties for photovoltaic and
other optoelectronic applications.
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a b s t r a c t

Indium oxide films are deposited by pulsed laser deposition in the presence of oxygen atmosphere, on
different substrates, namely GaAs, Si, quartz, and glass. The structural, morphological, and interface char-
acteristics are studied. Cubic In2O3 phase is confirmed by high resolution X-ray diffraction measurements.
While the films on Si, glass, and quartz substrates are polycrystalline, the films on GaAs exhibit a pre-
ferred orientation along (2 2 2) plane. The structure and crystalline nature of the films are also confirmed
by Raman spectroscopy. Furthermore, Raman spectra show the appearance of gallium oxide modes aris-
ndium oxide
ulsed laser deposition
RD
aman spectroscopy
FM
ower spectral density

ing due to Ga diffusion from the substrate. The morphology of the films deposited on different substrates
is studied by atomic force microscopy and rms roughness values are obtained. A two-dimensional power
spectral density analysis has been used to calculate the growth exponent (˛). A value of ˛ > 1 (˛ < 1) for
films grown on GaAs/Si (quartz/glass) substrates suggests that the growth on crystalline substrates is gov-
erned by the linear diffusion model, whereas the growth on amorphous substrates follows the dynamic
scaling behaviour. UV–visible study shows a high optical transmittance of >90% and a band gap value of

lms d
3.64 and 3.79 eV for the fi

. Introduction

In2O3, belonging to the family of transparent conducting oxides
TCOs), has a remarkable combination of low electrical resistiv-
ty and high optical transmittance for visible light. It has potential
pplications in solar cells [1], large area display [2], and gas sensors
3]. In particular, for solar cells, apart from the optical and electrical
equirements, an appropriate surface texturing is required for light
cattering [4,5]. In order to achieve these conditions, a wide range
f deposition techniques such as sputtering [6], molecular beam
pitaxy [7], thermal evaporation [8], sol–gel [9], spray-pyrolysis
10], spin coating [11], and pulsed laser deposition [12] have been
xplored for the fabrication of In2O3 thin films. With each tech-
ique, a variety of surface morphologies could be realized. Pulsed

aser deposition (PLD) is an attractive technique for the growth of
igh quality metal-oxide semiconductor films, in which a precise
ontrol over the electrical properties can be achieved by controlling

he oxygen flux during deposition, which is difficult to maintain by
ny other methods. Moreover, PLD is recognized as a single step
ethod since no further treatment such as post-annealing, which

s commonly required in most other techniques, is necessary here.
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With these advantages, an appropriate selection of the substrate,
which affects the crystallographic orientation, grain-size distribu-
tion, and its texture properties, is an important factor. Huang et al.
[13] studied the effect of oxygen flow and bias voltage on the mor-
phology of indium tin oxide (ITO) films and found that the grain
size increased and surface roughness decreased with the increase of
oxygen flow. Adurodija et al. [14] investigated the effect of substrate
temperature on the electrical, microsctructural, and optical prop-
erties of pulsed laser deposited In2O3 thin films. They observed that
films became smoother above 200 ◦C, whereas textured growth
occurred for substrate temperatures between 50 and 150 ◦C. Ghosh
et al. [15] studied the effect of substrate-induced strain on the
growth of polycrystalline ZnO film fabricated by sol–gel process.
ZnO films deposited on sapphire, glass, quartz, and Si show poly-
crystalline growth, whereas c-axis oriented growth occurred on
GaN substrates due to minimum substrate-induced strain. How-
ever, the substrate dependence of the growth processes and the
ensuing variations in surface morphology have not been investi-
gated in any detail in TCOs.

The aim of our present work is to investigate the growth
behaviour and microsctructural properties of pulsed laser

deposited In2O3 films on GaAs 〈1 1 1〉, Si 〈1 0 0〉, quartz, and glass by
atomic fore microscopy (AFM). Power spectral density (PSD) analy-
sis is used to get a better insight into the mechanism involved in the
growth process by calculating the scaling exponent. The crystal ori-
entations of the deposited thin films are influenced by the substrate,
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Table 1
Lattice constant and biaxial strain values, calculated from XRD data.

Sample Lattice constant (Å) Strain (%)

In2O3/GaAs 〈1 1 1〉 10.1079 ± 0.0008 −0.14

(Raman) + 4Eg (Raman) + 14Tg (Raman) + 5Au (inactive) + 5Eu (inac-
tive) + 16Tu (IR) modes [19]. The modes observed here correspond
to bcc-In2O3, agreeing well with the values reported in the litera-
ture [20,21]. In general, the peak positions and widths of the Raman
ig. 1. XRD pattern of (a) In2O3/GaAs, (b) In2O3/Si, (c) In2O3/quartz, and (d)
n2O3/glass.

s observed in the high resolution X-ray diffraction (HR-XRD). The
ature of the interface is also revealed in the Raman spectra. Optical
haracteristics are investigated by UV–visible spectroscopy.

. Experimental

In2O3 films were deposited by PLD on four different substrates
GaAs, Si, quartz, and glass). A KrF (248 nm) excimer laser oper-
ting at a repetition rate 10 Hz and an energy 220 mJ was used
or deposition. A 1.5 cm diameter sintered In2O3 (Sigma–Aldrich,
9.99% In2O3 powder) pellet was used as a target. The target was
ounted on a circular holder rotating with a speed of 15 rpm. The

arget to substrate distance was kept at 5 cm. The laser beam emerg-
ng from KrF excimer laser source is rectangular of dimensions
12 mm × 12 mm [16]. It is focused onto the target using a lens
laced outside of the deposition chamber. The energy density mea-
ured at target surface is ∼1.8 J/cm2. The total deposition area of the
ubstrate was 1 cm× 1 cm. The deposition was performed in vac-
um with a base pressure of 1.065 × 10−2 Pa. Substrate temperature
as maintained at 450 ◦C and deposition carried out for 20 min.
uring deposition, oxygen pressure was maintained at 0.133 Pa
y a mass flow controller. The thickness of the deposited films,
s measured using a stylus profilometer, was around 200 ± 20 nm.
R-XRD patterns were recorded with a glancing angle of 1◦ using
u K� radiation (� = 0.154 nm). Raman spectra were recorded at
oom temperature using the 488 nm excitation of an Ar ion laser.
he scattered light was analysed with a Jobin Yvon Horiba LABRAM
R800 single monochromator and detected with a Peltier-cooled
harge coupled device. The thin film morphology on a wide range
f scan lengths (10, 5, 2, and 1 �m) was investigated by atomic
orce microscopy (AFM). The AFM measurements were performed
sing Nanoscope-E from Digital Instruments, USA. A 100 �m Si3N4
antilever with a spring constant of ∼0.57 N/m was used and the
mages taken in contact mode. The optical properties were mea-
ured by a Hitachi U-3300UV-VIS spectrophotometer.

. Results and discussion

Fig. 1 shows the HR-XRD pattern of In2O3 film on different sub-

trates. Peaks observed from the film can be indexed to bcc-cubic
tructure of In2O3 (JCPDS #71-2194). It is observed that the films on
i, glass, and quartz exhibit a polycrystalline nature showing ran-
om orientations along (2 1 1), (2 2 2), (4 0 0), (4 1 1), (4 3 1), (4 4 0),
6 1 1), (5 4 1), (6 2 2), and (6 3 1) planes. However, the XRD pattern
In2O3/Si 〈1 0 0> 10.0916 ± 0.0015 −0.25
In2O3/quartz 10.0846 ± 0.0007 −0.36
In2O3/glass 10.1226 ± 0.0011 +0.01

on the GaAs 〈1 1 1〉 substrate shows the peak at a 2� position 30.62◦

corresponding to the (2 2 2) plane is much more intense as com-
pared to the other peaks corresponding to (4 3 1), (5 4 1), (6 2 2),
and (6 3 1) planes. Prominent peaks from (2 1 1), (4 0 0), and (4 4 0)
orientations on the Si, glass, and quartz substrates are however
absent in GaAs. Recently, Liu et al. studied the growth of indium
oxide on GaAs 〈1 1 1〉 substrate and inferred that the growth direc-
tion is limited by the orientation of the substrate, allowing the film
to grow only parallel to the substrate orientation [17]. However, in
general, the nucleation and crystal growth occurred throughout the
films without being initiated exclusively on the substrate surface.
This shows randomly oriented growth on Si, quartz, and glass. The
biaxial strain in In2O3 film is calculated using the relation [18]:

ε = c − c0

c0
× 100% (1)

where c is the lattice parameter of strained film, calculated from
XRD data, and c0 is the lattice parameter of bulk In2O3 (JCPDS #71-
2194). Estimated strain values for different substrates are given in
Table 1.The strain is compressive for GaAs, Si, and quartz substrates,
and almost negligible for glass substrate.

Fig. 2(a)–(d) shows the Raman spectra of In2O3 films on GaAs,
Si, quartz, and glass substrates along with the Raman spectra of
the bare substrates (dashed lines). In2O3 film shows the presence
of five modes at the positions 132, 307, 366, and 496 cm−1, and
625 cm−1. The Raman spectrum of the films grown on Si sub-
strate is masked by those of the Si substrate and only the sharp
mode at 132 cm−1 is observed. In2O3 belongs to cubic C-type
rare-earth oxide structure. The factor group analysis predicts 4Ag
Fig. 2. Raman spectra of (a) In2O3/GaAs, (b)In2O3/Si, (c)In2O3/quartz, and (d)
In2O3/glass.
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Fig. 3. AFM images of (a) In2O3/GaAs, (b)

odes for In2O3 phase in all the films indicate good quality crys-
alline nature of the films irrespective of the substrate used. The
lm deposited on GaAs substrate also shows a number of extra
eaks at 200 and 253 cm−1 that are attributed to the Gallium oxide
hase [22]. Gallium has a high affinity for oxygen and hence oxide
ormation at the interface is expected due to diffused Ga from the
ubstrate interacting with the oxygen. Such a strong signal of the
nterface layer that is buried roughly 200 nm deep is a surprising
esult and shows the capability of Raman spectroscopy in thin film
haracterisation.

AFM images, depicting the surface morphologies of the In2O3
hin films resulting from growth on different substrates, are illus-
rated in Fig. 3(a)–(d). Films grown on GaAs and Si substrates consist
f clusters of size 100–130 nm, whereas those on quartz and glass
how comparatively smaller clusters of size 60–80 nm. Liu et al.
uggested that excess oxygen partial pressure led to an increase
f oxygen adatoms on the growing surface, which decreased the
urface mobility of the indium adatoms and hence suppressed the
rocess of clustering. But, in our case, oxygen partial pressure is
aintained as a constant value for all depositions, and the differ-

nce is in the substrates used. This indicates that, apart from the
xygen partial pressure, film growth is also affected by the nature
f the substrate. Most commonly, surface properties are character-
zed in terms of average roughness. The root mean square (rms)
oughness is applied to characterize the vertical dimensions and
efined as [23]:

=

√√√√1
n

n∑
i=1

(s(xi) − sav)2 (2)

here s(x) is the surface height at point x on the surface profile

nd sav is the average surface height. The rms roughness values
or GaAs is ∼6 nm, Si substrate ∼12 nm, quartz ∼6 nm, and glass
6 nm. However, the rms roughness only gives an indication on

he vertical dimensions of surfaces and not entire information of
opography. It can be seen from the figures that lateral sizes are
/Si, (c) In2O3/quartz, and (d) In2O3/glass.

different. Therefore a spectral analysis is required to provide both
the lateral as well as vertical information. A surface scaling analysis
using PSD is used to determine the growth process determining the
surface evolution. The PSD function describes the surface by several
sinusoidal profiles with different periodic lengths and is related to
the rms roughness in the simplified form by equation:

�2 =
∫

s(ω)d ω = PSDtotal (3)

Here s(ω) is the PSD frequency distribution given by [24],

s(ω) = 1
L

∣∣∣∣
∫

dxeiωxzx

∣∣∣∣
2

(4)

where ω is the frequency in the range from 1/L to (N/2)/L, where L is
the scan length, N is the number of sample points and z(x) is the line
profile. Various kinds of surfaces have been analysed from the PSD
spectra using scaling behaviour [25]. It is based on the Fast Fourier
Transform (FFT) of individual line scans that comprise an area scan,
squaring the amplitude of the Fourier coefficients to determine the
“power” and averaging the 256 individual line scan powers at each
frequency to generate PSD. Stated simply, the PSD shows the con-
tribution to an image of different frequency features. It can be used
to analyse the scaling behaviour according to

PSD(k) ∝ k−� (5)

where k corresponds to the spatial frequency, the exponent � is
related to the height correlation exponent ˛ = (� − d)/2, and d is the
line scan dimension [26]. For our analysis d = 2, since the PSD curve
is two-dimensional. The linear slope in PSD curve provides the scal-
ing exponent (�). The two-dimensional PSD curve obtained from
the AFM data is shown in Fig. 4. It consists of two distinct regions:

the low frequency region representing the uncorrelated white noise
and the high frequency region (straight line) representing the cor-
related surface features. The scaling exponents were extracted for
all the samples from the linear region of the plots beyond the satu-
ration seen. The estimated values of the scaling exponent for films
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Jayachandran, C. Sanjeevirajae, Physica B 403 (2008) 544–554.
[3] M. Suchea, N. Katsarakis, S. Christoulakis, S. Nikolopoulou, G. Kiriakidis, Sens.
ig. 4. PSD curves of (a) In2O3/GaAs, (b) In2O3/Si, (c) In2O3/quartz, and (d)
n2O3/glass.

n GaAs, Si, quartz, and glass substrates are 1.09, 1.15, 0.24, and
.23, respectively. Depending on the values of scaling exponent
�), different kinds of growth models, local and nonlocal, have been
roposed [26–29]. For local models, the growth rate described by
he nonlinear Kardar–Parisi–Zhang (KPZ) model [27,28] depends
redominantly on the local properties of the interface. These mod-
ls usually give a growth exponent 0 < ˛ < 1. This behaviour has
een described as a balance between the roughening mechanisms
nd smoothing processes such as surface diffusion so that the local
tructure remains unchanged.

For nonlocal models, the growth rate depends not only on
he local properties of the interface, but also on the surrounding
nvironment. In this situation, the roughening fluctuations and
he smoothing effect cannot quite reach a balance. This type of
ehaviour is anomalous scaling, which give ˛ ≥ 1 [29,30]. These
caling exponents suggest that the growth of In2O3 thin film on
rystalline GaAs and Si substrates is governed by theoretical results
hat explained anomalous scaling behaviour dominated by the
urface diffusion, whereas growth of the In2O3 thin film on the
morphous quartz and glass substrates corresponds to the KPZ
ynamic scaling behaviour.

Fig. 5 shows the optical transmission spectra of In2O3 thin films
n quartz and glass substrates. The average transmission of the
n2O3 thin film over the wavelength range of 200–800 nm is high at
= 96%. The inset shows the dependence between (˛h�)2, (˛ is the
bsorption coefficient) and the photon energy, h�, which indicates
hat the electronic transitions are direct across the band gap of the
lm. The optical band gap of the In2O3 thin films was estimated

rom the Tauc’s relation

˛h�)2 = A(h� − Eg) (6)

here Eg is the optical band gap and A is a constant. The extrap-
lation of the linear part of the curve onto the energy axis gives
he optical band gap values of 3.64 and 3.79 eV for quartz and glass
ubstrates, respectively, and is in good agreement with previous
tudies [31]. These values are well above the required values for

ptoelectronic applications of TCOs [5]. The resistivity was also
easured using four-probe technique and was also reasonably low

t around 10−3 	-cm for all the samples.
Fig. 5. Transmission spectra of In2O3 thin film deposited on glass and quartz sub-
strates (inset shows the (˛h�)2 vs h� plot for extracting band gap).

4. Conclusions

High quality In2O3 films have been deposited by PLD without
any post-deposition treatment. A moderate substrate temperature
was sufficient to obtain crystalline films with high optical trans-
parency. A combination of XRD, Raman, and AFM was used to study
the structure and topographical variations of In2O3 films on differ-
ent substrates. Polycrystalline growth of In2O3 films is observed
on Si, quartz, and glass substrate, whereas highly oriented growth
along (2 2 2) plane, parallel to the substrate orientation, is observed
on GaAs 〈1 1 1〉 substrate. The Raman spectra further confirmed the
structure and crystallinity. In addition, the spectrum on GaAs shows
gallium oxide phonon modes due to gallium diffusion from the sub-
strate. AFM images reveal that the film on each substrate realizes
a different topography. Using a detailed analysis based on scaling
behaviour of power spectral density function, it is proposed that the
growth mechanism on the quartz and glass substrate is governed
by the KPZ dynamic scaling behaviour, while on Si and GaAs sub-
strates, it is dominated by the surface diffusion. Results of this work
suggest that, while maintaining a high transparency and conduc-
tivity, a variety of textured surface of In2O3 films can be achieved
by changing the substrate.
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Abstract 

This work demonstrates the structural interaction of the as-synthesized zinc peroxide (ZnO2) nanoparticles with 

fibroblast cells (FBC). The ZnO2 nanoparticles (ZNP) of desired sizes (10-20 nm) are synthesized, and the purity 

and structural confirmations are studied using various imaging and spectroscopic techniques. FBC (buffalo) lines are 

cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum and 

penicillin (100 µg/mL), and with non-essential amino acid and vitamin as additional ingredients, followed by 

incubation at 37°C with continuous purging of the chamber using 5% CO2. The fluorescent microscopic images are 

captured for the initial healthy and cultured FBCs, and after pouring the nanoparticles in the cultured FBCs. Healthy 

cell-growth is noticed during the cell culture process suggesting the formation of ZNP-FBC complexes without 

contamination and coagulation. After allowing the interaction of ZNPs with the FBCs, the presence of ZNPs only on 

the cell sites are observed without coagulation of ZNPs in the cell areas, suggesting the selective interference of 

ZNPs on the surface of the grown cell. The understanding of the interaction process of the ZNPs with the living cell, 

would provide the practical utilization of the ZNPs in nanomedicine and nano-drug delivery.                         

Copyright © 2017 VBRI Press. 

 

Keywords: Zinc peroxide (ZnO2) nanoparticle (ZNP), fibroblast cell (FBC), ZNP-FBC interaction, cell metabolism, 

nano-drug delivery. 
 

Introduction 

The gain in knowledge on the interaction of 

nanomaterials with living cell could provide 

information about the possible accessibility to 

interfere with the living cell machinery without 

potentially triggering the side effects and toxicity. 

The nanoparticle and cell interaction is a crucial issue 

in nanomedicine and nanotoxicology. The ability of 

the molecular sized nanoparticles to invade the living 

cells through the cellular endocytosis machinery is an 

interesting aspect for identifying targeting cells and 

transporting essential drugs into the biological entity 

through nanoparticle processing. Utilization of 

nanoparticles in therapeutic and/or diagnostic agents 

for biomedical applications and for intracellular 

targets, it is requires the nanomaterials to enter the 

living cell. The advantages of the nanoparticles are 

their small size with unique size dependent 

properties, high reactivity and large surface area that 

allow them to interact with cell components.  

The currently available diagnostic tools in clinical 

practice including magnetic resonance imaging, 

ultrasound, radio imaging, X-ray imaging, optical 

imaging, etc., do not facilitate comprehensive 

diagnostic visualization about a diseased 

cell/tissue/organ [1-3]. Investigation for 

understanding the interaction between the 

nanomaterials and living cell could lead to practical 

biomedical applications of nanomaterials. The 

mechanisms involved at the nano–bio interface 

comprises of the dynamic physicochemical 

interactions, kinetics and thermodynamic exchanges 

between nanomaterial surfaces and the surfaces of 

biological components including proteins, 

membranes, phospholipids, endocytic vesicles, 

organelles, DNA, and biological fluids. The factors 

describing the dynamical interaction includes, (i) the 

nanoparticle surface with physicochemical 

compositions, (ii) stress at the nanoparticle-cell 

interface due to the changes during the particle 

interaction with the surrounding medium, and (iii) 

interaction of nanoparticle and substrate at the 

contact zone of the biological entity.  

The physico-chemical features of the nanoparticles 

are the determining factors for the nanoparticle-living 
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cell interactions and consequently influence cell 

behaviour. The size and shape of the nanomaterials 

and chemical functionalities on the surface play a 

critical role in binding the nanomaterials to cell 

membrane and subsequent cellular uptake [4-6]. This 

motivates pursuing research towards the biological 

interference of nanoparticles and development of 

multi-model diagnostic probes that could facilitate 

the combination dignostics, preferably covering both 

the anatomical and physiological aspect of various 

disease [7-8] including the deadly cancer. 

The advantage of nanoparticles such as ultra-small 

size, ease in synthesis, and biocompatibility are 

suitable for a variety of medical applications [9-11]. 

Nanoparticles present ideal platform for the 

fabrication of multimodal agents [12-13]. The 

structural nanoparticles, such as silica, biodegradable 

polymers, etc., which provide a matrix for hosting 

one or multiple active agents, including smaller 

functional nanoparticles with unique physical 

parameters defined in metallic and inorganic 

nanoparticles, quantum dots, etc. The surface of the 

nanomaterials can be aptly functionalized to enhance 

their circulation in the blood and targeting specificity 

[14-16]. Various kind of functional nanoparticles 

available, zinc oxide, iron oxide which have the most 

promising application in the field of medicine       

[17-20]. 

In a given medium, the most important 

nanoparticle characteristics that determine the surface 

properties are the material's chemical composition, 

surface functionalization, shape and angle of 

curvature, porosity and surface crystalinity, 

heterogeneity, roughness, and hydrophobicity or 

hydrophilicity [21-23]. Other quantifiable properties, 

such as effective surface charge (zetapotential), 

particle aggregation, state of dispersion, 

stability/biodegradability, dissolution characteristics, 

hydration and valence of the surface layer, are 

determined by the characteristics of the suspending 

media, including the ionic strength, pH, temperature 

and the presence of large organic molecule [24]. The 

media and bio-entity could also induce large scale 

changes in the nanomaterials properties including 

nanoparticle dissolution, ion leaching, phase 

transformation and agglomeration. The zinc peroxide 

nanoparticles have broad antibacterial activities 

against bacteria and fungus with biocompatible and 

non-toxic. 

In this work, we have synthesized highly pure zinc 

peroxide (ZnO2) nanoparticles (ZNPs) and 

demonstrated the interaction of the ZNPs with the 

Fibroblast cells (FBCs). The high purity of the ZNPs 

are characterized using advanced imaging and 

spectroscopic tools.  

 

Experimental 

Materials 

The required chemicals zinc acetate, zinc nitrate, zinc 

sulphate, zinc chloride, sodium hydroxide, hydrogen 

peroxide, glycerol, polyvinaylpyrrilodone (PVP), 

tetra ethylamine (TEA), 3- mercaptopropoinic acid 

(MPA), acetone, methanol, ethanol etc. used in the 

synthesis of ZnO2 of analytical grade and are 

purchased from E. Merck. Hydrochloric acid (35%) 

of GR Grade used after purify through sub–boiling 

distillation quartz glass device. De-ionized water 

used of 18.2 MΩ resistivity for all experimental work 

is prepared with Millipore milli-Q element water 

purification system, USA. The 1µg/ml standard stock 

solution of ZnO2 is prepared in DMEM media. The 

pipettes, beakers, volumetric flask of various 

capacities used are of Borosil glass works India 

limited. The pipettes and volumetric flasks were 

calibrated prior to analysis following international 

standard procedure and protocol [25]. All the wet 

chemical digestion and dilution work is carried out in 

a laminar flow clean bench. 

 

Synthesis of ZnO2 nanoparticles 

10 gm of zinc salt was dissolved in dilute ammonia 

solution and further diluted to 200 ml in 1:1 ratio of 

methanol and water. Varying quantity of PVP is 

added to this solution achieve desired particles size of 

ZnO2. Further dilute hydrogen peroxide solution is 

added upto complete precipitation in solution is 

achieved maintain the pH of 9-11 at 50-55 °C 

temperature and stirred on magnetic stirrer for 1 hour. 

The precipitate formed is centrifuged at 8000 rpm 

followed by washing with de-ionized water and 

methanol for several time. Finally, the precipitate is 

dried at 105 ºC in an oven upto complete dryness 

[26]. 

 

Cell culture and counting 

The cell lines from different origins of tissues are 

utilized. Fibrobalast cell is grown in Dulbecco’s 

modified Eagle’s medium (DMEM) supplemented 

with 10% fetal bovine serum (FBS) and 1% 

penicillin/streptomycin. Cell suspension is added to 

25 cm2 vials and transferred into an incubator at      

37 °C with 5% CO2. After incubation, the cells 

trypsinized with 1% trypsin solution and rushed 

down from the bottom of 25 cm2 vials when they are 

in a semi confluent state and still in log phase of 

growth. For analyzing the cell stability with various 

nanoparticles the cell was trypsinized and 

resuspended in fresh media, one day prior to 

treatment, 100000 cells per 1mL fresh media are 

added to each well of a sterilized 24-well plate, and 

transferred to the incubator for attachment and 

overnight growth. The next day, three different 

dosages of the various samples are added to the cells 

at a confluency of 70-80% and swirl mixed, 

transferred back to the incubator. After three days of 

incubation, the plate is taken out, and the cells in 

each well are washed three times with sterile PBS. 
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The density of cell is estimated by counting the 

numbers using hemocytometer. 

 

Characterization  

The ZnO2 nanoparticles are characterized for the 

crystallographic phases by X-ray diffraction, XRD, 

(Bruker) model AXS D8 Advance Diffractometer. 

The data collection and analysis are carried out using 

Diffracplus software, while the diffractogram is 

rerecorded using CuK radiation with a graphite 

monochromator in the diffracted beam. The shape 

and size of nanoparticlesare characterized using 

transmission electron microscopy, FEI, Netherland 

make, model F-30 G2 STWI. The cells are visualized 

under a fluorescent inverted microscope and 

photographed using a Nikon DIGITAL SIGHT DS-

F11 Camera, NikonTS-100 (Nikon, Japan). 

 

Results and discussion 

The surface morphology of the ZnO2 nanoparticle is 

imaged by using LEO 440 scanning electron 

microscope (SEM) at 5 kX magnifications and is 

shown in Fig. 1, which shows hexagonal 

morphologies of the as-synthesized ZNPs. 

 

 

Fig. 1. SEM image of the as-synthesized ZnO2nanocomposite 

 

The EDX measurements, as represented in Fig. 2, 

recodes the contents of O and Zn of synthesized 

samples. The table in the inset of Fig. 2, shows the 

composition of the elemental O and Zn content 

present in the synthesized ZnO2 nanocomposites, 

confirming the stoichiometric ratio of 1:2. 

 

 

Fig. 2. Energy dispersive X-ray (EDX) spectroscopy for 

synthesized ZnO2 nanocomposite. The table in the inset shows the 

composition of the elemental O and Zn content present in the 

synthesized nanocomposites. 

 

The crystallography study of ZNPs is recorded 

using XRD patterns and a representative XRD pattern 

of the as-synthesized ZnO2nanoparticles 2θ in the 

range of 20° to 80°is shown in Fig. 3. The observed 

diffraction pattern agrees well with the JCPDS data 

PDF # 13-0311, confirms the formation of a single-

phase ZnO2 nanoparticle. The crystallite size of 6±2 

nm is estimated for the currently developed as-

synthesized ZNPs using Scherrer’s equation [27]. 

ZNP pellets are formed by the KBr Pellet technique 

of gentle mixing of ZnO2 species with 300mg of KBr 

powder and compressed into discs at a force of 13kN 

for 5min using a manual tablet presser. 

 

 

Fig. 3. XRD pattern of the as-synthesized ZnO2nanocomposites 

having crystallite size 6±2 nm. 

 

FTIR spectra of the resulting ZNP is recorded at 

room temperature and is plotted in Fig. 4. This shows 

the characteristic peak ZnO2 absorption at 435–

445cm−1 for the ZNPs. The peaks at 1040–1070cm−1, 

3200–3600cm−1, and 1630–1660 cm−1 are originated 

from the O–O bands, water O–H stretching vibration 

mode, and OH bending of water, respectively. This 

indicates the presence of small amount of water 

adsorbed on the nanoparticles surface. Also, the 

existence of CO2 molecule in the ambient air, there is 

FTIR peak at around 2360cm−1. 
 

 

Fig. 4. FTIR spectra of the as-synthesized ZnO2nanoparticles 

absorbed at 435–445cm−1 
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The phase contrast images of living cells 

interaction with ZnO2 NPs. are captured using 

fluorescent microscopy. The fibrobalast cells are 

visualized as growing and reproducing after the ZNPs 

are directly in contact with FBCs (Fig. 5). These 

contrast images are divided in two part (a) is cell 

grown in media without nanoparticles, which 

represent in squre box, (b) ZNPs nanoparticle are 

attached with the surface of the grown cells after 

pouring of the ZnO2 nanoparticles in culture FBCs 

that interact with the cell without coagulation and 

without bacterial infection, after one day the ZNPs 

are remaining in the same position of the cell surface, 

which shows the cell growth with the ZNPs 

nanoparticles are evenly directly contact which 

marked in circle).  

 

 
 

Fig. 5. Fluorescent Microscopic images of (a) fibroblast cell (b) 

ZnO2+ fibrobalast cell. 

 

This suggests that the ZnO2 nanoparticles are 

biocompatible and biosafe for the FBC cell lines. We 

have reported the first cellular level study on the 

biocompatibility and biosafety of ZnO2 NPs and 

second is attachment with the cells. Fibarobalast cell 

line showed complete biocompatible to ZnO2 

nanostructures at low concentration. 
 

Conclusion  

This work demonstrates the initial cellular level study 

on the biocompatibility and biosafety of as-

synthesized ZnO2 nanoparticles. Cell lines from 

different origins of tissues are utilized to study the 

interaction of ZNP with the live cells. The 

Fibarobalast cell lines show stable and complete 

biocompatibility to the ZnO2 nanostructures 

interaction. This study shows the ZNPs could be 

applied in vivo biomedical science and engineering 

applications at normal concentration range.  
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The high-spin states in 133Cs, populated using the reaction 130Te(7Li,4n) with 45-MeV beam energy, have been
extended up to an excitation energy of 5.265 MeV using the Indian National Gamma Array. The observed one- and
three-quasiparticle bands in 133Cs, built on the πh11/2, πg7/2, πd5/2; and (πg7/2πd5/2)1 ⊗ νh−2

11/2 configurations,
respectively, have similar structure as seen in the lighter odd-A Cs isotopes. The experimental level scheme has
been compared with the large-scale shell model calculation without truncation using the jj55pna interaction,
showing a good agreement for both positive- and negative-parity states.

DOI: 10.1103/PhysRevC.95.064320

I. INTRODUCTION

The study of high-spin states of Cs isotopes with proton
particles beyond Z = 50 and neutron holes below N = 82
continues to provide information on a variety of nuclear
structure phenomena such as signature inversion [1] and
chirality [2]. The heavier Cs isotopes near the N = 82 closed
shell are the testing ground of continuously evolving shell
model calculations based on the effective interactions [3,4].
With the increasing neutron number, the finite-range liquid-
drop model predicts an evolution of ground state shape from
deformed to spherical while going from 121Cs to 137Cs [5].
Here, the active orbitals for the neutrons are h11/2, s1/2, and
d3/2, and that of protons are h11/2, g7/2, d5/2, and g9/2. Cesium
isotopes are the best examples in this mass region which show
four distinct one-quasiparticle collective features [6–11]: (i) a
series of �I = 2 bands built on the 11/2− state in 119−131Cs,
(ii) a series of �I = 2 bands built on the 7/2+ state in
125−133Cs, (iii) a series of �I = 2 bands built on the 5/2+
state in 129−131Cs, and (iv) a series of �I = 1 bands built
on the 9/2+ state in 119−127Cs. The 135Cs isotope, being very
close to the shell closure, has a spherical structure, and shell
model calculations compare favorably with the observed level
scheme [3].

In a recent shell model calculation [4], excited states of
131,133,135,137Cs isotopes were studied and compared with the
experimental states. While the calculation provided an overall
good description of the excited positive-parity medium-spin

*Corresponding author: palit@tifr.res.in

states, discrepancies between theory and experiment were
noted for the relative ordering of low-spin positive-parity
states. In this calculation, because the two-body interactions
which affect the negative-parity states were introduced, large
inconsistencies for the negative-parity states were observed.
The calculation also pointed out its limitation in explaining
the states associated with neutron and proton interaction.

The 133Cs isotope lies in between the deformed 131Cs
and the spherical 135Cs, and is the subject of the present
investigation. Previously, the low-lying excited states in 133Cs
were studied via the reaction 130Te(α,n)133Xe which in turn
β-decays to 133Cs [12], and from the decay of 133Ba [13]. The
high-spin states of 133Cs were populated up to an excitation
energy of 2.833 MeV using the reaction 130Te(6Li,3n)133Cs
[11]. In the present work, the high-spin states were investigated
using the reaction 130Te(7Li,4n)133Cs up to an excitation
energy of 5.265 MeV. An extension of the available level
structure of 133Cs up to high spin for both positive- and
negative-parity states was required to see how its high-spin
states compare with those of the lighter odd-A Cs isotopes
which have regular band structures as well as the heavier
isotopes, i.e., 135,137Cs, which show shell model like excitation.
This chain of nuclei would provide a good testing ground
for various theoretical models. We have restricted the present
study to a comparison with the large-scale shell model
(LSSM) calculations without truncation, which is possible
up to the 133Cs isotope below N = 82. The comparison of
the measured level structure up to high spin for 133Cs with
LSSM calculations without truncation will test the effective
interaction used in the shell model calculation and provide
guidance for the interpretation of the excited states.
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FIG. 1. Level scheme of 133Cs. Transitions marked with an asterisk are new.

The current paper is organized as follows: The exper-
imental details are given in Sec. II. Section III discusses
the experimental results. Section IV shows the systematics
of Cs isotopes and the comparison between the experimen-
tal observations and theoretical calculations with LSSM.
Section V briefly summarizes the work reported in the
paper.

II. EXPERIMENTAL DETAILS

The experiment was carried out with the Indian Na-
tional Gamma Array (INGA) at Tata Institute of Fun-
damental Research (TIFR), Mumbai, using the reaction
130Te(7Li,4n)133Cs. A 7Li beam with 45-MeV energy was
bombarded on a 5-mg/cm2 130Te target backed with 2-mg/cm2

Al. During the experiment, there were 15 Compton suppressed
high purity germanium (HPGe) clover detectors in the array.
The detectors were placed in rings at angles (number of
detectors) 40◦ (2), 65◦ (2), 115◦ (2), 140◦ (2), 157◦ (3), and
90◦ (4) with respect to the beam direction. γ rays emitted from
the deexciting residual nuclei were detected in the array and
stored with a digital data acquisition (DDAQ) system, based on
Pixie-16 modules of XIA LLC [14], in two-fold coincidence
mode.

The time stamped data were processed on an event by
event basis into γ -γ matrices and γ -γ -γ cubes for subsequent
analysis using the multiparameter coincidence search program
developed at TIFR [15]. There were about 1.06 × 108 events
in the γ -γ -γ cube, which was analyzed using the RADWARE

package [16] to obtain the coincidences among the different γ
rays to construct the level scheme. The spin of the levels were
obtained using directional correlation from oriented states
(DCO), using the detectors at 90◦ and 157◦, defined by the

following relation [17]:

RDCO = Iγ1 (measured at 157◦; gated by γ2 at 90◦)

Iγ1 (measured at 90◦; gated by γ2 at 157◦)
.

The DCO ratios of stretched dipole and quadrupole transitions
are ∼0.5 (1.0) and ∼1.0 (2.0), respectively, for a pure
quadrupole (dipole) gate.

The parities of the states were obtained by measuring the
polarization asymmetry � defined as in Ref. [18]:

� = a(Eγ )N⊥ − N‖
a(Eγ )N⊥ + N‖

,

using the clover detectors as a polarimeter, for which all four
90◦ detectors were used [19]. Here, N‖(N⊥) is the number of
γ transitions scattered parallel (perpendicular) to the reaction
plane and a(Eγ ) is a correction factor for the parallel to
perpendicular scattering asymmetry within the crystals of a
clover. In the present experiment, for the four clovers kept at
90◦ with respect to the beam direction, a(Eγ ) was measured as
1.00(1) from the 133Ba and 152Eu sources. Using the integrated
polarization direction correlation method [18], the polarization
asymmetry values of the γ transitions were extracted. For
this analysis, two asymmetric matrices were constructed with
coincident events corresponding to parallel or perpendicular
scattered γ rays at 90◦ detectors with another γ ray detected
at any other angle. In the case of unmixed stretched transition,
a positive (negative) value of the polarization asymmetry
indicates the electric (magnetic) nature of the transitions [20].

III. EXPERIMENTAL RESULTS

The level scheme of 133Cs established in this work is shown
in Fig. 1. In the present work, 22 new transitions have been
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TABLE I. Level energies (Ei), γ -ray energies (Eγ ), initial and final spins and parities of the levels (Iπ
i →Iπ

f ), relative intensities (Iγ ), DCO
ratios (RDCO), and polarization asymmetry (�) values for 133Cs arranged in order of increasing excitation energies. The uncertainties in the
energies of γ rays are 0.5 keV for intense peaks and 0.7 keV for weak peaks.

Ei (keV) Eγ (keV) Iπ
i →Iπ

f Iγ RDCO � Assignment

81 80.8 5/2+ −→ 7/2+ 318(22) 0.58(9) M1
633 632.7 11/2+ −→ 7/2+ 100 1.00(15) 0.112(19) E2
705 623.9 9/2+ −→ 5/2+ 96(5) 0.98(14) 0.089(13) E2
705 705.4 9/2+ −→ 7/2+ 22(4) 0.53(10) − 0.059(12) M1
768 767.6 9/2+ −→ 7/2+ 7.3(7) 0.58(9) − 0.041(27) M1
1071 303.4 11/2− −→ 9/2+ 5.6(8) 0.55(9) 0.048(28) E1
1071 366.3 11/2− −→ 9/2+ 53(4) 0.61(10) 0.118(33) E1
1379 674.4 13/2+ −→ 9/2+ 39(3) 1.03(16) 0.169(25) E2
1379 745.4 13/2+ −→ 11/2+ 0.3(1) M1
1430 796.7 15/2+ −→ 11/2+ 86(5) 0.96(15) 0.057(13) E2
1604 533.4 15/2− −→ 11/2− 48(4) 1.02(15) 0.084(19) E2
1731 659.7 15/2− −→ 11/2− 9(1) 1.09(25) 0.068(34) E2
1922 318.2 19/2− −→ 15/2− 35(4) 0.95(14) 0.055(12) E2
1932 501.4 17/2+ −→ 15/2+ 21(3) 0.46(10) − 0.078(27) M1
1932 552.6 17/2+ −→ 13/2+ 18(3) 0.81(13) 0.156(77) E2
2199 277.2 21/2− −→ 19/2− 4.2(8) 0.54(15) − 0.032(13) M1
2270 347.6 21/2− −→ 19/2− 8(2) 0.44(12) − 0.038(13) M1
2294 864.3 19/2+ −→ 15/2+ 57(5) 0.95(15) 0.074(12) E2
2447 715.8 19/2− −→ 15/2− 3.1(4) 0.85(11) 0.167(23) E2
2527 233.0 21/2+ −→ 19/2+ 39(4) 0.61(10) − 0.086(28) M1
2527 595.4 21/2+ −→ 17/2+ 9(2) E2
2527 604.1 21/2+ −→ 19/2− 12(3) 0.62(18) 0.034(17) E1
2642 114.7 23/2+ −→ 21/2+ 37(6) 0.62(9) M1
2722 452.2 23/2− −→ 21/2− 2.5(5) 0.54(10) − 0.043(12) M1
2818 290.7 25/2+ −→ 21/2+ 4.8(8) 0.93(17) 0.114(42) E2
2833 190.7 25/2(+) −→ 23/2+ 7.5(9) 0.60(9)
2967 324.2 21/2+ −→ 23/2+ 25(5) 0.57(11) − 0.048(15) M1
2967 1044.7 21/2+ −→ 19/2− 5.1(7) 0.59(10) 0.132(70) E1
3127 160.3 23/2+ −→ 21/2+ 23(4) 0.51(12)
3232 785.2 (23/2−) −→ 19/2− 0.5(2)
3445 318.2 25/2+ −→ 23/2+ 18(3) 0.64(10) − 0.045(24) M1
3546 713.2 27/2(+) −→ 25/2(+) 2.9(6) 0.50(11) − 0.042(21) M1
3801 355.6 27/2+ −→ 25/2+ 12(2) 0.51(10) − 0.127(31) M1
3992 1158.9 29/2(+) −→ 25/2(+) 2.1(4) 1.06(20) 0.058(23) E2
4179 377.8 29/2+ −→ 27/2+ 8.9(9) 0.69(12) − 0.030(15) M1
4390 844.4 31/2(+) −→ 27/2(+) 2.3(3) 0.89(12) 0.103(35) E2
4670 490.7 31/2+ −→ 29/2+ 3.3(5) 0.67(10) − 0.117(33) M1
5265 595.3 (33/2+) −→ 31/2+ 0.8(3)

identified both in the positive-parity and the negative-parity
bands. The new transitions have been marked with an asterisk
in Fig. 1. Table I lists the level energies (Ei), γ -ray energies
(Eγ ), initial and final spins along with the parities of the levels
(Iπ

i →Iπ
f ), relative intensities (Iγ ), DCO ratios (RDCO), and

polarization asymmetry (�) values. Multipolarities of most
of the transitions are extracted from the stretched �I = 2
transitions with 533-, 624-, 633-, 674-, and 797-keV energies.

1. Positive-parity states

In the level scheme of 133Cs reported in Ref. [11], positive-
parity states have been observed up to Iπ = 19/2+ at an
excitation energy of 2.295 MeV. Three more transitions
extending up to spin (25/2) above the 19/2+ state were

identified in that reference, but the parities of those states
had not been identified.

In the present work, the positive-parity band has been
extended to Iπ = (33/2+) with an excitation energy of
5.265 MeV. A strong �I = 2 band, consisting of 633-, 797-,
and 864-keV transitions built on the 7/2+ state, has been
observed which is consistent with the previous work. The 233-,
115-, and 191-keV transitions, which were identified as dipole
transitions in the previous work, have also been observed in
the present work as evident from the measured values of RDCO

in the 633-keV gate. The parity of the 2.527-MeV state, which
deexcites by the 233-keV transition was confirmed by the
RDCO and � values for the 604-keV transition. A sum of
double gates of 191/L and 324/L with L denoting the list
gate of 633-, 797-, 864-, 233-, and 115-keV transitions, is
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shown in Fig. 2(a). This spectrum shows many of the new
transitions, namely, the 160, 318, 356, 378, 491, 501, 553,
595, 604, 713, 844, and 1159 keV and have been marked
with asterisks. The 501-keV interconnecting transition has a
�I = 1,M1 character. The other interconnecting transition,
namely, the 745-keV transition (shown in the level scheme),
is not seen in this spectrum as it is very weak, but confirmed
in the double gate of 633- and 553-keV transitions. The spin
and parity of the 2.967-MeV state, which is populated by
the 160-keV transition, is fixed by the 324- and 1045-keV
transitions. With the measured RDCO in the 633-keV gate and �
values, the 318-, 356-, 378-, and 491-keV transitions have been
assigned as forming a �I = 1 band with M1 transitions. The
RDCO of the 160-keV transition in the 633-keV gate suggests
a �I = 1 nature and since it has been observed in coincidence
with the 318-, 356-, 378-, 491-, and 595-keV transitions and
further assuming its magnetic nature (due to the similarity
with the lower-A Cs isotopes), this cascade of �I = 1 γ -ray
transitions has been designated as an M1 band. The newly
identified 1159-keV transition has been assigned as a �I =
2, E2 transition from the measured RDCO in the 633-keV gate
and � value. With a double gate on 713/L with L being the
list gate of 633-, 797-, 864-, and 233-keV transitions, a new
844-keV transition is observed in addition to the known 115-,
191-, 233-, 633-, 797-, and 864-keV transitions, as shown in
Fig. 2(b). This 844-keV transition has been identified as a �I
= 2, E2 transition.

Another new �I = 2 cascade of 624-, 674-, 553-, 595-, and
291-keV γ -rays built on the 5/2+ state has been observed in the
present work. Though the 624-keV transition was already es-

tablished in the previous work [11], this 674-keV transition was
placed in the negative-parity band in coincidence with the 366-
and 624-keV transitions. However, with a double gate on 624-
and 366-keV transitions, the 674-keV transition has not been
observed. Figure 2(c) shows the spectrum obtained by the sum
of double gates of 624/674- and 553/674-keV transitions. This
spectrum shows the 81-, 115-, 160-, 191-, 291-, 318-, 324-,
356-, 378-, 553-, 595-, and 624-keV coincident transitions.
The newly observed 553-, 595-, and 291-keV transitions are
�I = 2 transitions.

2. Negative-parity states

In the previous work [11], the negative-parity states were
reported up to Iπ = (15/2−) at an excitation energy of
1.604 MeV. Two more transitions of 318 and 348 keV
were identified above this (15/2−) state in that reference,
and the corresponding states with excitation energies 1.923
and 1.952 MeV were assigned the spins (19/2) and (17/2),
respectively, but the parities were not measured.

In the present work, the negative-parity band has been
extended up to Iπ = (23/2−) with an excitation energy of
3.232 MeV. To obtain the γ -ray transitions at higher spins, a
spectrum was obtained by the sum of double gates of 366/624-,
366/705-, and 533/366-keV transitions as depicted in Fig. 3(a).
New γ -ray 160-, 277-, 318-, 324-, 356-, 378-, 452-, 491-,
595-, 604-, 660-, 713-, 716-, 844-, and 1045-keV transitions
are observed in coincidence. The 160-, 318-, 324-, 356-, 378-,
491-, 595-, 713-, and 844-keV transitions have already been
observed in the positive-parity band, with 318-keV being
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a doublet. Out of the remaining transitions, the measured
RDCO in the 624-keV gate and � values show that the 604-,
and 1045-keV transitions have a �I = 1, E1 character. The
positive-parity band is connected to the negative-parity states
by these two transitions. A newly observed M1 transition,
277 keV, is in coincidence with the 533- and 366-keV
transitions. Also, the 452-keV M1 transition is in coincidence
with the 348-keV transition. In addition, 660- and 716-keV E2
transitions have been observed in coincidence. In order to see
higher spin states above the 660- and 716-keV transitions, a
spectrum was obtained by the sum of double gates of 624/660-
and 366/660-keV transitions as shown in Fig. 3(b). Newly
identified 716-keV E2 transition and 785-keV transition have
been observed in coincidence in this spectrum.

IV. CALCULATIONS AND DISCUSSION

1. Energy systematics

One- and three-quasiparticle bands similar to those ob-
served in 127−131Cs [6–11] have also been observed in 133Cs.
Three distinct one-quasiparticle band structures have been
observed in 133Cs: (i) a �I = 2 band built over the 5/2+
state, (ii) a �I = 2 band built over the 7/2+ state, and (iii) a
�I = 2 band built over the 11/2− state.

The evolution of bandhead energies as a function of
neutron number [N = 72 (black), 74 (blue), 76 (green), 78
(magenta), 80 (indigo), and 82 (maroon)] corresponding to
the isotopes 127,129,131,133,135,137Cs, respectively, is shown in
Fig. 4(a) [3,8,21–23]. As can be seen from Fig. 4(a), there
is a decrease in the bandhead energy of the 5/2+ state till
N = 76 and again increases at N = 78. Also, the bandhead

energy of the 7/2+ state decreases as a function of N , in
contrary to that for the 11/2− state, showing that the 7/2+
band becomes highly yrast and the 11/2− band becomes
nonyrast as N increases from 72 to 78. Systematics of the
two positive-parity (built on 5/2+ and 7/2+ states) and
negative-parity (built on 11/2− state) one-quasiparticle band
structures in odd-A 127−137Cs are shown in Figs. 4(b)–4(d).
The relative excitation energies of the excited states of the
5/2+ band [Fig. 4(b)] increases till spin 13/2+ with increasing
N , but decreases above that in the case of 133Cs, showing a
structural change of this band in 133Cs. Also, the increase in the
relative excitation energies of the 7/2+ band with increasing
N [Fig. 4(c)] shows that the deformation decreases as N
increases. Again the increase in the relative excitation energies
of the 11/2− band with increasing N [Fig. 4(d)] shows that
the deformation decreases from N = 72 to 78. These band
structures have also been compared with the yrast bands of
respective even-even Xe isotopes to probe the evolution of
collectivity in odd-A Cs. The evolution of the three bands
matches quite well with that of the even-even Xe isotopes. This
shows that the valance proton occupancy in odd Cs doesn’t
have a strong influence on the evolution of deformation of
odd-Cs isotopes. The positive-parity three-quasiparticle band
structures in odd-A 127−133Cs have also been studied and they
follow the systematics as well (see Fig. 5) [8,22,24].

2. LSSM calculations

The wave functions for the excited states in 133Cs can be
understood microscopically by comparing with the large-scale
shell model (LSSM) calculations, carried out using the code
NUSHELLX [25,26], without any truncation. The orbitals 0g7/2,
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(wherever known) are also quoted. Comparison is given of the bands built on (b) 5/2+, (c) 7/2+, and (d) 11/2− states in the same isotopes
[3,8,21–23]. The excitation energies corresponding to J π = 0+, 2+, and 4+ states of even-A 126−136Xe isotopes are shown by red circles.

1d5/2, 1d3/2, 2s1/2, and 0h11/2 outside of the 100Sn core were
used as the valence space for both protons and neutrons. The
single-particle energies used with the jj55pna interaction [27]
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356
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422

509

425

29672897 2812 2833

(i) (ii) (iii) (iv)

FIG. 5. Evolution of the dipole band as a function of neutron
number for the odd-A 127−133Cs isotopes denoted by indices (i-iv):
(i) 127Cs72 [8], (ii) 129Cs74 [24], (iii) 131Cs76 [22], and (iv) 133Cs78

(present work).

are 0.80720 (π0g7/2), 1.56230 (π1d5/2), 3.31600 (π1d3/2),
3.22380 (π2s1/2), 3.60510 (π0h11/2), −10.60890 (ν0g7/2),
−10.28930 (ν1d5/2), −8.71670 (ν1d3/2), −8.69440 (ν2s1/2),
and −8.81520 (ν0h11/2) MeV. The single-particle energies of
these orbitals were chosen so as to reproduce the excited states
in 133Sb and 131Sn. The residual two-body matrix elements
for the jj55pna interaction were obtained starting with a G
matrix derived from the CD-Bonn nucleon-nucleon potential
[28]. The n-n interaction strength for the jj55pna interaction
was reduced by a factor of 0.9 to better reproduce the levels
in 130Sn [27]. This interaction has been used to explain the
excited states in 119−126Sn [29,30], 124−132Te [31,32], and N =
82 isotones 136Xe, 137Cs, 138Ba, 139La, and 140Ce [33].

Figure 6 compares the experimentally obtained positive-
parity yrast, dipole, and negative-parity bands with those
obtained from shell model calculations. Previously in Ref. [4],
the same model space was used but with the inclusion of
an extended pairing plus quadrupole-quadrupole effective
interaction to calculate the excited states of Sn, Sb, Te, I,
Xe, Cs, and Ba isotopes. In the case of 133Cs, the ordering
of 7/2+ and 5/2+ states was reversed. Also, they did not
obtain good agreement for the negative-parity states. It is
evident from this figure that the shell model predicts quite well
the positive- and negative-parity E2 bands within ∼150keV
for most spins, but ∼350keV for the 21/2+

1 − 25/2+
1 states.
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FIG. 6. Comparison between experiment and shell model calculations for the positive-parity yrast, dipole, and negative-parity bands in
133Cs.

However it underestimates the energies of the dipole band by
∼800keV. There are a few features which are well reproduced
in the calculations and are thus worth mentioning: (i) the
ordering of the 7/2+ and 5/2+ states is correctly predicted
with the energy difference being 4 keV, (ii) the second 9/2+
state lies just above the first 9/2+ state with the difference
being 151 (63) keV for the shell model (experimental) case,
(iii) the 21/2+

2 state in the dipole band is located above the first
25/2+ state with the difference being 104 (149) keV for the
shell model (experimental) case, and (iv) the position of the
11/2− state agrees with the experimental observation within
∼80keV.

Table II lists the decomposition of angular momenta for
protons and neutrons (Iπ ⊗ Iν) (with probabilities greater
than 10%) and the corresponding dominant wave functions
along with their probabilities for the positive-parity g7/2, d5/2,
and dipole bands, and the two negative-parity bands due to
proton and neutron holes in the h11/2 orbital. As is evident
from the wave functions in Table II, the positive-parity g7/2

band is mainly based on three proton particles in g7/2 and
two proton particles in the d5/2 orbital. In addition, there are
two neutron holes in the d3/2 and h11/2 orbitals. Thus in the
ground state, the valence proton particle in the g7/2 orbital is
responsible for the spin 7/2+ and the neutron holes are coupled
to an angular momentum of 0+, which has the most dominant
decomposition angular momentum probability (57.36%). As
the spin increases, the neutron-hole pair in the h11/2 orbital
aligns completely, giving rise to an angular momentum of 10+

in the 23/2+ state with 28.18% decomposition probability.
For the case of the positive-parity d5/2 band, there is one
proton particle in the d5/2 orbital and four proton particles
in the g7/2 orbital. Similar to the g7/2 band, here there are
two neutron holes in the d3/2 and h11/2 orbitals. The valence
proton particle in the d5/2 orbital is responsible for the spin
5/2+ for the lowest state of this band, and the neutron holes
are coupled to an angular momentum of 0+, which has the most
dominant decomposition probability (51.06%). Again, as the
spin increases, the neutron-hole pair in the h11/2 orbital breaks
giving rise to an angular momentum of 10+ in the 21/2+
state with 42.64% probability. The 25/2+ state, however,
has a 44.58% (19.63%) angular momentum decomposition
probability from protons coupled to 7/2+ (5/2+) and neutrons
coupled to 10+. In the case of the dipole band, the 21/2+

2
state has a proton configuration g3

7/2d
2
5/2 but for the higher

spins this changes to g4
7/2d

1
5/2, indicating that the valence

proton lies mostly in the d5/2 orbital. Here also, the dominant
neutron configuration is d−2

3/2h
−2
11/2. But for the excited states

in the dipole band, the neutron pair in the h11/2 orbital
is completely aligned with probabilities 17.93% (21/2+

2 ),
43.96% (23/2+

2 ), 22.91% (25/2+
2 ), and 18.81 (27/2+

2 ) showing
that the shell model agrees with the three-quasiparticle nature
of this dipole band. In addition, for the 25/2+

2 and 27/2+
2

states, there are contributions from the neutron configuration
d−1

3/2s
−1
1/2h

−2
11/2, giving a neutron angular momentum coupling of

12+. For the remaining higher spin states (29/2+
2 to 33/2+

2 ),
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TABLE II. Decomposition of angular momenta of protons and
neutrons (with probabilities greater than 10%) and the corresponding
dominant partition of wave functions for the positive-parity g7/2,
d5/2, dipole bands; and the two negative-parity bands, due to proton
and neutron holes in the h11/2 orbital, in 133Cs using the jj55pna
interaction.

I Iπ ⊗ Iν (probability) Wave function (probability)

7/2+ 7/2+
π ⊗ 0+

ν (57.36) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (21.67)

5/2+
π ⊗ 4+

ν (14.03) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (4.93)

11/2+ 7/2+
π ⊗ 2+

ν (38.40) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (15.34)

11/2+
π ⊗ 0+

ν (29.07) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (12.30)

15/2+ 11/2+
π ⊗ 2+

ν (30.72) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (14.28)

15/2+
π ⊗ 0+

ν (21.64) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (11.81)

7/2+
π ⊗ 4+

ν (18.49) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (7.86)

19/2+ 7/2+
π ⊗ 6+

ν (18.89) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (8.97)

11/2+
π ⊗ 4+

ν (16.46) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (8.04)

5/2+
π ⊗ 8+

ν (10.77) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.63)

15/2+
π ⊗ 2+

ν (10.00) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.43)

23/2+ 7/2+
π ⊗ 10+

ν (28.18) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (14.34)

5/2+
π ⊗ 10+

ν (20.50) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (9.74)

5/2+ 5/2+
π ⊗ 0+

ν (51.06) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (29.99)

5/2+
π ⊗ 2+

ν (15.49) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (9.34)

9/2+ 5/2+
π ⊗ 2+

ν (31.40) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (16.54)

9/2+
π ⊗ 0+

ν (29.69) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (16.25)

13/2+ 13/2+
π ⊗ 0+

ν (29.28) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (19.71)

9/2+
π ⊗ 2+

ν (25.95) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (13.67)

5/2+
π ⊗ 4+

ν (10.37) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (4.72)

13/2+
π ⊗ 2+

ν (10.23) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (6.57)

17/2+ 17/2+
π ⊗ 0+

ν (39.41) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (29.54)

13/2+
π ⊗ 2+

ν (22.52) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (12.53)

21/2+ 5/2+
π ⊗ 10+

ν (42.64) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (23.98)

25/2+ 7/2+
π ⊗ 10+

ν (44.58) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (18.04)

5/2+
π ⊗ 10+

ν (19.63) (g5
7/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.65)

21/2+
2 7/2+

π ⊗ 8+
ν (25.74) (g3

7/2d
2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (10.52)

7/2+
π ⊗ 10+

ν (17.93) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (7.58)

5/2+
π ⊗ 8+

ν (10.01) (g3
7/2d

2
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (3.62)

23/2+
2 5/2+

π ⊗ 10+
ν (43.96) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (22.90)

9/2+
π ⊗ 10+

ν (11.54) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.79)

25/2+
2 5/2+

π ⊗ 10+
ν (22.91) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (11.13)

5/2+
π ⊗ 12+

ν (22.87) (g4
7/2d

1
5/2)π ⊗ (d−1

3/2s
−1
1/2h

−2
11/2)ν (14.89)

7/2+
π ⊗ 10+

ν (16.52) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (9.14)

27/2+
2 5/2+

π ⊗ 12+
ν (21.38) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2s
−1
1/2h

−2
11/2)ν (11.66)

7/2+
π ⊗ 10+

ν (18.81) (g5
7/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.14)

29/2+
2 9/2+

π ⊗ 10+
ν (18.99) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (10.76)

5/2+
π ⊗ 12+

ν (18.32) (g4
7/2d

1
5/2)π ⊗ (d−1

3/2s
−1
1/2h

−2
11/2)ν (7.23)

7/2+
π ⊗ 12+

ν (15.43) (g4
7/2d

1
5/2)π ⊗ (d−1

3/2s
−1
1/2h

−2
11/2)ν (7.28)

31/2+
2 11/2+

π ⊗ 10+
ν (21.38) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (13.77)

13/2+
π ⊗ 10+

ν (19.04) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (12.97)

7/2+
π ⊗ 12+

ν (15.12) (g5
7/2)π ⊗ (d−1

3/2s
−1
1/2h

−2
11/2)ν (4.88)

TABLE II. (Continued.)

I Iπ ⊗ Iν (probability) Wave function (probability)

33/2+
2 13/2+

π ⊗ 10+
ν (25.39) (g4

7/2d
1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (15.64)

17/2+
π ⊗ 10+

ν (24.09) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (17.64)

15/2+
π ⊗ 10+

ν (12.82) (g4
7/2d

1
5/2)π ⊗ (d−2

3/2h
−2
11/2)ν (7.14)

11/2− 11/2−
π ⊗ 0+

ν (47.28) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (26.57)

11/2−
π ⊗ 2+

ν (27.93) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (15.28)

15/2− 11/2−
π ⊗ 2+

ν (34.01) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (17.86)

15/2−
π ⊗ 0+

ν (24.95) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (12.69)

15/2−
π ⊗ 2+

ν (11.53) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (4.78)

19/2− 19/2−
π ⊗ 0+

ν (34.60) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (22.43)

19/2−
π ⊗ 2+

ν (24.49) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (14.94)

15/2−
π ⊗ 2+

ν (17.72) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (9.36)

23/2− 23/2−
π ⊗ 0+

ν (34.17) (g3
7/2d

1
5/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (13.85)

23/2−
π ⊗ 2+

ν (17.58) (g3
7/2d

1
5/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (8.01)

19/2−
π ⊗ 2+

ν (13.44) (g4
7/2h

1
11/2)π ⊗ (d−2

3/2h
−2
11/2)ν (5.43)

15/2−
2 7/2+

π ⊗ 5−
ν (40.58) (g5

7/2)π ⊗ (d−2
3/2s

−1
1/2h

−1
11/2)ν (15.94)

5/2+
π ⊗ 5−

ν (24.16) (g5
7/2)π ⊗ (d−2

3/2s
−1
1/2h

−1
11/2)ν (11.10)

19/2−
2 7/2+

π ⊗ 7−
ν (44.75) (g5

7/2)π ⊗ (d−1
3/2h

−1
11/2)ν (16.53)

5/2+
π ⊗ 7−

ν (24.91) (g5
7/2)π ⊗ (d−1

3/2h
−1
11/2)ν (10.92)

21/2−
2 7/2+

π ⊗ 7−
ν (53.56) (g5

7/2)π ⊗ (d−1
3/2h

−1
11/2)ν (22.24)

the proton-particle pair in g7/2 breaks giving rise to dominant
proton angular momentum coupling of 9/2+ (18.99%), 11/2+
(21.38%), and 13/2+ (25.39%), respectively.

The negative-parity bands as shown in Table II have two
different origins: (i) due to the presence of a proton particle
in the h11/2 orbital (πg4

7/2h
1
11/2) and (ii) due to a neutron

hole in the s1/2 or d3/2 and h11/2 orbitals (νd−2
3/2s

−1
1/2h

−1
11/2 or

νd−1
3/2h

−1
11/2). Bands arising from these two structures have

been observed in the present experiment. Similar bands have
also been observed in 135La as given in Refs. [34,35]. The
first set of negative-parity bands (11/2−,15/2−,19/2−, and
23/2−) have a dominant wave function with four proton
particles in the g7/2 orbital and one proton particle in the
h11/2 orbital. There are two neutron holes in the d3/2 and
h11/2 orbitals, similar to the case of positive-parity states. The
valence proton particle in the h11/2 orbital is responsible for
the spin 11/2− and the neutron holes are coupled to an angular
momentum of 0+ for the lowest state of this band, which
is the most dominant decomposition probability (47.28%).
For the 15/2− state, the maximum contribution (34.01%)
comes from the decomposition Iπ ⊗ Iν = 11/2−

π ⊗ 2+
ν , with

additional contribution from a proton pair breaking in the g7/2

orbital giving rise to 15/2−
π and neutrons coupled to 0+. For

the 19/2− and 23/2− states, the governing contributions are
from neutrons coupled to 0+ and protons coupled to 19/2−

(34.60%) and 23/2− (34.17%), respectively. The second set
of negative-parity states (15/2−

2 ,19/2−
2 , and 21/2−

2 ) have a
dominant wave function with all five proton particles in
the g7/2 orbital and neutron configuration νd−2

3/2s
−1
1/2h

−1
11/2 for

15/2−
2 and d−1

3/2h
−1
11/2 for 19/2−

2 and 21/2−
2 states. The valence
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(21.67%)

FIG. 7. Comparison between experiment (black filled circles) and shell model calculations for the 7/2+, 11/2+, and 15/2+ states of the
positive-parity yrast bands in 133,135,137Cs. There are two expressions for each state: the first expression shows the dominant angular momentum
decomposition and the second expression shows the largest wave-function partition corresponding to the dominant angular momentum
decomposition. A detailed explanation of these expressions is given in the text.

proton particle in the g7/2 orbital and one neutron hole each
in s1/2 and h11/2 orbitals is responsible for the spin 15/2−

2
state of this band, which has a maximum decomposition
probability (40.58%). The maximum contributions for the
19/2−

2 and 21/2−
2 states come from Iπ = 7/2+ and Iν = 7−

with probabilities 44.75% and 53.56%, respectively.
LSSM calculations without truncation for 135,137Cs isotopes

when compared with the experimental results give an overall
good description of the level structure for the positive- as well
as negative-parity states [33,36]. However, some deviation has
been observed for the negative-parity states with higher spins.
Comparison between experiment (black filled circles) and shell
model calculations for the 7/2+, 11/2+, and 15/2+ states of
the positive-parity yrast bands in 133,135,137Cs are shown in
the Fig. 7. The dominant angular momentum decomposition
and the corresponding largest wave-function partition (the
most dominant configuration) are also shown. For the ground
state (7/2+) in 137Cs, the first expression depicts the angular
momentum decomposition due to protons (π ) and neutrons
(ν), respectively: 7/2+

π × 0+
ν (100%). The neutrons do not

participate in the excitation because the shell is completely
filled. The five valence proton particles thus couple to generate

an angular momentum of 7/2 and this leads to the angular mo-
mentum decomposition probability being 100%. However, this
angular momentum decomposition does not convey the exact
configuration of the valence proton particles in the different
valence orbitals, and hence a knowledge of the wave function
is required. The wave function (configuration) of the 7/2+

state corresponding to the angular momentum decomposition
7/2+

π × 0+
ν is given in the second expression. The LSSM

calculations give the following wave function partitions, which
add to 96.65% (< 100%): (i) (g5

7/2)π (45.40%), (ii) (g3
7/2d

2
5/2)π

(29.89%), (iii) (g3
7/2h

2
11/2)π (11.46%), (iv) (g3

7/2d
2
3/2)π (4.16%),

(v) (g1
7/2d

2
5/2h

2
11/2)π (2.23%), (vi) (g1

7/2d
4
5/2)π (1.87%), and

(vii) (g3
7/2s

2
1/2)π (1.64%). In Fig. 7, only the most dominant

wave-function partition is shown.
The angular momentum decomposition for the ground

state (7/2+) in 135Cs is also shown in the first expression:
7/2+

π × 0+
ν (78.52%). Here, the neutrons also participate in

excitations and hence the angular momentum decomposition
probability is not 100% (contrary to 137Cs). LSSM also gives
other decompositions such as 5/2+

π × 2+
ν (7.60%), 11/2+

π ×
2+

ν (5.33%), 9/2+
π × 2+

ν (2.87%), 3/2+
π × 2+

ν (2.05%), and
7/2+

π × 2+
ν (1.38%). The sum of all these probabilities gives

064320-9



S. BISWAS et al. PHYSICAL REVIEW C 95, 064320 (2017)

97.75% (<100%). Only the dominant angular momentum
decomposition is shown in Fig. 7. The second expression
depicts the wave function of the 7/2+ state corresponding to
the dominant angular momentum decomposition, 7/2+

π × 0+
ν

(78.52%). The shell model again gives a number of wave-
function partitions: (g5

7/2)π × (d−2
3/2)ν (33.58%), (g3

7/2d
2
5/2)π ×

(d−2
3/2)ν (23.78%), (g3

7/2h
2
11/2)π × (d−2

3/2)ν (9.48%), etc. The
sum of probabilities for all these partitions add to 66.84%
(< 78.52%).

The analysis of the wave functions indicates that the
amplitude of the most dominant configuration for the 15/2+
state reduces from 47.38% for 137Cs to 14.28% for 133Cs.
This demonstrates the increase in the mixing of configurations
when one goes away from the N = 82 shell gap. Shell model
calculations with a truncated model space, i.e., a model space
consisting of proton g7/2, d5/2 orbitals and neutron g7/2, d5/2,
d3/2, s1/2, and h11/2 orbitals have also been used to calculate
the positive-parity energy levels in 129−133Cs. However, the
energy levels obtained from such calculations are very much
compressed. This shows that a full model space is required to
explain the excited states in odd-A Cs isotopes.

V. SUMMARY AND CONCLUSIONS

High-spin states in 133Cs have been studied using the heavy-
ion-induced fusion evaporation reaction 130Te(7Li,4n)133Cs.
The new data on the high-spin states in 133Cs are important
additions to the systematics of odd-A Cs isotopes, i.e.,
127,129,131,135,137Cs. Three different band structures, also seen
in other odd-A Cs nuclei, viz. bands built on the 7/2+,
5/2+, and 11/2− states, have been identified in 133Cs. The
proton h11/2 band reported in the present work fits nicely
with the systematics. The excitation energy of this bandhead
increases with mass number for odd-A Cs isotopes, making it
nonyrast and therefore difficult to observe for heavier odd-A Cs
isotopes. The evolution of collectivity for these bands in odd Cs
looks similar to that of their even-even Xe cores. Additionally,
a dipole band arising from a three-quasiparticle structure

has also been observed. Large-scale shell model calculations
using the jj55pna interaction have been used to compare the
experimental levels of 133Cs with the calculated ones. This
comparison of the measured levels with the results of the
shell model calculations provided a way for the interpretation
of the various excited states in 133Cs. The energy levels
from the shell model calculations match remarkably well
with the experimental data for the two sets of positive- and
negative-parity states as has been observed for the measured
levels in 135,137Cs isotopes. In the case of 133Cs, the shell
model calculation has been carried out without truncation of
the model space. Therefore, the present comparison really tests
the predictive power of the interaction used in the calculation.
It will be interesting to test the predictive power of the same
model for the lighter odd-A Cs isotopes. However, with the
present resources it is difficult to perform calculations for
the lighter Cs isotopes without truncation. It is important
to note that there is scope for improvements of the calcu-
lations to understand the observed discrepancies with the
measurements for the dipole band which is underestimated.
Interestingly, from the analysis of the LSM wave functions
of certain positive-parity states in 133,135,137Cs, it has been
demonstrated that the mixing of configurations increases when
one goes away from the N = 82 shell gap. It is important to
carry out future measurements of lifetimes of excited states and
compare the measured transition strengths with the prediction
of the shell model calculation to probe the nature of collectivity
of these states.
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Abstract :  The evaluated spectroscopic  data  are  presented for  12 known nucl ides  o f  mass  215 (Hg,  Tl ,  Pb,  Bi ,  Po ,

At,  Rn,  Fr,  Ra,  Ac,  Th,  Pa).   For 215Hg, 215Tl,  215Pb,  and 215Pa nuclei ,  no excited states are known. The decay

characteristics of 215Hg and 215Tl are unknown. The decay scheme of 215Pb is considered as incomplete.  Ordering

of  γ  cascades in  the decay of  36.9–s isomer of  2 1 5Bi  and for  high–spin states  above 2251 keV in 2 1 5Fr are  not

estab l i shed .  High–spin  exc i tat ions ,  inc lud ing  severa l  i somer ic  s tates ,  are  we l l  known in  2 1 5 Bi ,  2 1 5 Po ,  2 1 5 Rn,
215Fr,  215Ra, and 215Ac.  No particle–transfer reaction data are available for any of  the A=215 nuclei .

The rms charge radi i  for  2 1 5Pb,  2 1 5Bi ,  2 1 5Po,  2 1 5Rn,  2 1 5Fr and 2 1 5Ra have been evaluated by Daniel  Abrio la ,  from

extrapolat ion  or  interpo lat ion  o f  avai lab le  evaluated  data  in  2013An02 for  radi i  o f  respect ive  Z  chains  us ing

formula 9 in 2004An14.

This evaluation was carried out as part of ENSDD–workshop at VECC, Kolkata for Nuclear Structure and Decay Data,

organized and hosted by VECC and Board of  Research in Nuclear Sciences (BRNS) in Kolkata,  India,  November

26–29 ,  2012 .  This  work  supersedes  the  prev ious  A=215  eva luat ion  (2001Br31)  publ i shed  by  E .  Browne  which

covered l iterature prior to May 2001.

C u t o f f  D a t e :  A l l  d a t a  r e c e i v e d  p r i o r  t o  O c t o b e r  2 2 ,  2 0 1 3  h a v e  b e e n  c o n s i d e r e d .  M a i n  s o u r c e  o f  b i b l i o g r a p h i c

search was Nuclear Science References (NSR) database (2011Pr03) available at www.nndc.bnl.gov webpage.

General Policies and Organization of Material:  See the January issue of  the Nuclear Data Sheets  or

http: / /www.nndc.bnl.gov/nds/NDSPolicies.pdf.  
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?%

0.0

>300 ns

S(n) 3040SY

S(p) 10880CA

21
8

5
0Hg135

Q–=6300SY

?%

0.0

>300 ns

S(n) 4630SY

S(p) 8560SY

21
8

5
1Tl134

Q–=5500SY

100%

(9/2+) 0.0

147 s

S(n) 3470SY

S(p) 9340SY

21
8

5
2Pb133

Q–=2770SY

100%

(9/2–) 0.0

7.6 min

(25/2 to 29/2)(–) 1347.50+x

S(n) 522319
S(p) 546015

21
8

9
5At134

Qα=632415
≈97.0%

(9/2–) 0.0

56 s

21
8

5
3Bi132

Q–=218915

See table

9/2+ 0.0

1.781 ms

S(n) 4141.827

S(p) 662911

21
8

9
6Rn133

Qα=6946.13
100%

5/2+ 0.0

3.96 s

21
8

5
4Po131

Q–=7157

Qα=7526.38

100%

9/2– 0.0

0.10 ms

S(p) 40747

S(n) 59478

21
8

9
7Fr132

Qα=7448.518
100%

9/2– 0.0

20 ms

21
8

5
5At130

Qα=81784
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100%

9/2+ 0.0

2.30 μs

1804.8+x

S(n) 492012
S(p) 50789

21
8

9
8Ra131

Qα=81383
100%

(7/2)+ 0.0

10 ms

21
8

5
6Rn129

Q+=8710

Qα=88398

100%

9/2– 0.0

86 ns

S(p) 265111

S(n) 679511

21
8

9
9Ac130

Qα=883050
100%

9/2– 0.0

11.8 μs

21
8

5
7Fr128

Q+=148710

Qα=95407

100%

(9/2+) 0.0

1.66 ms

S(p) 379711

S(n) 56309

21
9

9
0Th129

Qα=951050
100%

(9/2+) 0.0

1.05 μs

21
8

5
8Ra127

Q+=221610

Qα=88643

99.91% 20.09% 2

9/2– 0.0

0.17 s

S(p) 135113

S(n) 848520

21
9

9
1Pa128

Qα=1008050
≈100%

9/2– 0.0

53 ns

21
8

5
9Ac126

Q+=349715

Qα=77463

100%

(1/2–) 0.0

1.2 s

1421.3+x

S(p) 281218

S(n) 786218

21
9

9
2U127

Qα=994050
100%

(9/2+) 0.0

42 μs

21
9

5
0Th125

Q+=489115

Qα=76654

100%

0.0

14 ms

S(p) 13070

S(n) 9690110

21
9

5
1Pa124

Q+=695070

Qα=824050
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    Ground–State and Isomeric–Level Properties for A=215   

Nuclide Level Jπ T1/2 Decay Modes

215Hg 0.0 >300 ns %β–=?;  %β–n=?
215Tl 0.0 >300 ns %β–=?;  %β–n=?
215Pb 0.0 (9/2+) 147 s 12 %β–=100
215Bi 0.0 (9/2–) 7.6 min 2 %β–=100

1347.50+x (25/2:29/2)(–) 36.9 s 6 %IT=76.9 5 ;  %β–=23.1 5
215Po 0.0 9/2+ 1.781 ms 5 %α=99.99977 2 ;  %β–=2.3×10–4 2
215At 0.0 9/2– 0.10 ms 2 %α=100
215Rn 0.0 9/2+ 2.30 μs 10 %α=100

1804.8+x 57 ns +21–12 %IT=100
215Fr 0.0 9/2– 86 ns 5 %α=100
215Ra 0.0 (9/2+) 1.66 ms 2 %α=100
215Ac 0.0 9/2– 0.17 s 1 %α=99.91 2 ;  %ε+%β+=0.09 2
215Th 0.0 (1/2–) 1.2 s 2 %α=100

1421.3+x 0.77 μs 6 %IT≈100
215Pa 0.0 14 ms 2 %α=100
219At 0.0 (9/2–) 56 s 3 %α≈97.0;  . . .
219Rn 0.0 5/2+ 3.96 s 1 %α=100
219Fr 0.0 9/2– 20 ms 2 %α=100
219Ra 0.0 (7/2)+ 10 ms 3 %α=100
219Ac 0.0 9/2– 11.8 μs 15 %α=100
219Th 0.0 (9/2+) 1.05 μs 3 %α=100
219Pa 0.0 9/2– 53 ns 10 %α≈100
219U 0.0 (9/2+) 42 μs +34–13 %α=100
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21
8
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0Hg135NUCLEAR DATA SHEETS

    Adopted Levels   

Q(β–)=6300 SY ;  S(n)=3040 SY ;  S(p)=10880 CA ;  Q(α )=990 CA   2012Wa38,1997Mo25. 

 Estimated uncertainties:  ΔQ(β–)=500, ΔS(n)=570 (2012Wa38).  

 Q(β–)  and S(n) from 2012Wa38, S(p) and Q(α )  from 1997Mo25. 

 Q(β–n)=1670 450 ,  S(2n)=7600 500  (syst,2012Wa38).  S(2p)=20780 (1997Mo25,calculated).  

  

 215Hg evaluated by B. Singh .  

  

 2010Al24:  215Hg nuclide identif ied in 9Be(238U,X) reaction with a beam energy of  1 GeV/nucleon produced by the SIS 

 synchrotron at GSI facil ity.  Target=2500 mg/cm2. The fragment residues were analyzed with the high resolving power 

 magnetic spectrometer– Fragment Recoil  Separator (FRS) at GSI.  The identif ication of  nuclei  was made on the basis 

 of  magnetic rigidity,  velocity,  t ime–of–fl ight,  energy loss and atomic number of  the fragments using two plastic  

 scintil lators and two multisampling ionization chambers.  The FRS magnet was tuned to center on 210Au, 216Pb, 

 219Pb, 227At and 229At nuclei  along the central  trajectory of  FRS. 

 Unambiguous identif ication of  nuclides required the separation of  different charge states of  the nuclei  passing 

 through the FRS. At 1 GeV/nucleon incident energy of  238U, the fraction of  fully stripped 226Po nuclei  was about 

 89%. Through the measurement of  difference in magnetic rigidity in the two sections of  the FRS and the difference 

 in energy loss in the two ionization chambers,  the charge state of  the transmitted nuclei  was determined, 

 especially,  that of  the singly charged (hydrogen–like) nuclei  which preserved their charge in the current 

 experimental setup. Measured production cross sections with 10% statistical  and 20% systematic uncertainties.  

 Criteria established in 2010Al24 for acceptance of  identif ication of  a new nuclide:  1.  number of  events should be 

 compatible with the corresponding mass and atomic number located in the expected range of  positions at both image 

 planes of  the FRS spectrometer;  2.  number of  events should be compatible with >95% probabil ity that at least one 

 of  the counts does not correspond to a charge–state contaminant.  Comparisons of  measured σ  with model predictions 

 using the computer codes COFRA and EPAX. 

   215Hg Levels   

E(level) T1/2 Comments

   0 . 0         > 3 0 0  n s %β–=? ;  %β–n=? 

 Production σ=61.8 pb (from e–mail  reply of  Oct 29,  2010 from H. Alvarez–Pol,  which also stated that 

further analysis was in progress) .  

The β– and delayed neutron decay are the only decay modes expected.  

Theoretical  %β–n=4.2 (1997Mo25).  

E(level) :   the observed fragments are assumed to be in the ground state of  215Hg nuclei .  

 From A/Z plot ( f igure 1 in 2010Al24),  4 or 5 events are assigned to 215Hg. 

T1/2:   lower l imit from time–of–fl ight as given in 2006Ca30 for a similar setup. Actual half–li fe is  

expected to be much longer as suggested by the theoretical  value of  0.25 s for β  decay and >1020 s for α  

decay (1997Mo25),  and systematics value of  1 s for β  decay (2012Au07).  

Jπ :   3/2+ from systematics (2012Au07),  and 9/2+ predicted in 1997Mo25 calculations.  

 Production cross section measured in 2010Al24,  values are given in f igure 2,  plot of  σ  versus mass number 

of  Hg isotopes.  Statistical  uncertainty=10%, systematic uncertainty=20%. 

21
8

5
1Tl134–1 21

8
5
1Tl134–1 

    Adopted Levels   

Q(β–)=5500 SY ;  S(n)=4630 SY ;  S(p)=8560 SY ;  Q(α )=1810 CA   2012Wa38,1997Mo25. 

 Estimated uncertainties:  ΔQ(β–)=320, ΔS(n)=360, ΔS(p)=500 (2012Wa38).  

 Q(β–) ,  S(n) and S(p) from 2012Wa38; Q(α )  from 1997Mo25. 

 Q(β–n)=2020 300 ,  S(2n)=8020 300  (syst,2012Wa38).  S(2p)=19580 (1997Mo25,calculated).  

  

 215Tl evaluated by B. Singh .  

  

Continued on next page 
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    Adopted Levels (continued)   

 2010Al24:  215Tl nuclide identif ied in 9Be(238U,X) reaction with a beam energy of  1 GeV/nucleon produced by the SIS 

 synchrotron at GSI facil ity.  Target=2500 mg/cm2. The fragment residues were analyzed with the high resolving power 

 magnetic spectrometer– Fragment Recoil  Separator (FRS) at GSI.  The identif ication of  nuclei  was made on the basis 

 of  magnetic rigidity,  velocity,  t ime–of–fl ight,  energy loss and atomic number of  the fragments using two plastic  

 scintil lators and two multisampling ionization chambers.  The FRS magnet was tuned to center on 210Au, 216Pb, 

 219Pb, 227At and 229At nuclei  along the central  trajectory of  the FRS. 

 Unambiguous identif ication of  nuclides required the separation of  different charge states of  the nuclei  passing 

 through the FRS. At 1 GeV/nucleon incident energy of  238U, the fraction of  fully stripped 226Po nuclei  was about 

 89%. Through the measurement of  difference in magnetic rigidity in the two sections of  the FRS and the difference 

 in energy loss in the two ionization chambers,  the charge state of  the transmitted nuclei  was determined, 

 especially,  that of  the singly charged (hydrogen–like) nuclei  which preserved their charge in the current 

 experimental setup. Measured production cross sections with 10% statistical  and 20% systematic uncertainties.  

 Criteria established in 2010Al24 for acceptance of  identif ication of  a new nuclide:  1.  number of  events should be 

 compatible with the corresponding mass and atomic number located in the expected range of  positions at both image 

 planes of  the FRS spectrometer;  2.  number of  events should be compatible with >95% probabil ity that at least one 

 of  the counts does not correspond to a charge–state contaminant.  Comparisons of  measured σ  with model predictions 

 using the computer codes COFRA and EPAX. 

 2004DeZV: the authors mention using RILIS ionization source to study the 215Tl activity by βγγ  coincidence 

 arrangement,  but no resonant γ  rays were seen. Most l ikely,  the 215Tl activity was not formed in this study.  

   215Tl Levels   

E(level) T1/2 Comments

   0 . 0         > 3 0 0  n s %β–=? ;  %β–n=? 

 Production σ=0.877 nb (from e–mail  reply of  Oct 29,  2010 from H. Alvarez–Pol,  which also stated that 

further analysis was in progress) .  

 From A/Z plot ( f igure 1 in 2010Al24),  ≈  35 events are assigned to 215Tl.  

E(level) :   the observed fragments are assumed to be in the ground state of  215Tl nuclei .  

The β– and delayed neutron decay are the only decay modes expected.  

Theoretical  %β–n=99 (1997Mo25).  

T1/2:   lower l imit from time–of–fl ight as given in 2006Ca30 for a similar setup. Actual half–li fe is  

expected to be much larger as suggested by the theoretical  value of  20 s for β  decay and >1020 s for α  

decay (1997Mo25),  and systematic value of  5 s for β  decay (2012Au07).  

Jπ :   1/2+ predicted in 1997Mo25 calculations,  and from systematics (2012Au07).  

 Production cross section measured in 2010Al24,  values are given in f igure 2,  plot of  σ  versus mass number 

for Tl isotopes.  Statistical  uncertainty=10%, systematic uncertainty=20%. 

21
8

5
2Pb133–1 21

8
5
2Pb133–1 

    Adopted Levels   

Q(β–)=2770 SY ;  S(n)=3470 SY ;  S(p)=9340 SY ;  Q(α )=2620 SY   2012Wa38. 

 Estimated uncertainties:  ΔQ(β–)=ΔS(n)=100, ΔS(p)=ΔQ(α )=220 (2012Wa38).  

 S(2n)=8530 100 ,  S(2p)=17830 320  (syst,2012Wa38).  

  

 215Pb evaluated by B. Singh .  

  

 2010Al24 claim to identify 215Pb for the f irst  t ime, however as explained below, there have been several previous 

 reports from GSI and ISOLDE, CERN groups where this isotope was identif ied,  produced,  and its half–li fe measured,  

 for example in 1998Pf02 and in the thesis by 2004DeZV. 

 1998Pf02:  GSI group: 9Be(238U,X),  E=1 GeV/nucleon.  Identif ication of  215Pb by time–of–fl ight,  energy loss,  and Bρ  

 measurements;  FRS separator.  Measured cross section.  

Continued on next page 
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    Adopted Levels (continued)   

 1998RyZY, 1998Va13, 2003Ku26: ISOLDE, CERN group: 1998RyZY: reported tentative identif ication of  215Pb with 

 T1/2=36.5 s formed in 232Th(p,X) at 1 GeV from the observation of  a γ  cascade in 215Bi.  This was also mentioned 

 briefly in 1998Va13. But later,  in 2003Ku26, using RILIS source,  this activity was reassigned to a high–spin 

 isomer in 215Bi.  However,  2003Ku26 stated that 215Pb isotope had been identif ied and that its study would be 

 published elsewhere (reference 11 in 2003Ku26).  In 2003Ko26, yield in Th(p,X) E=1 GeV reaction and using RILIS 

 source,  was reported ( in f igure 4 of  2003Ko26) as 0.3 μCi.  In Fall  2002 Newsletter of  ISOLDE, CERN, a short 

 article by S.  Franchoo quoted the half–li fe of  215Pb as 147 s 12 .  In 2012Au07 (NUBASE),  T1/2 is  l isted as 36 s 1 ,  

 a value based on a report by 1998RyZY, which was refuted in 2003Ku26. Confirmatory details of  the ISOLDE, CERN 

 group are reported in the thesis by 2004DeZV, where half–li fe of  215Pb from γ–decay and the decay scheme of  215Pb 

 to 215Bi are presented.  This thesis was brought to the evaluator 's  attention by Professor P.  van Duppen in e–mail  

 communications of  June 2011. 

 2004DeZV, 2013De20: 215Pb produced via reaction 238U(p,X) with E(p)=1.4 GeV, ionized by the Resonance ionization 

 laser ion source (RILIS) and separated using the ISOLDE on–line mass separator.  Detector system included an 

 Si–detector for α–particles,  one low–energy Ge and two HPGe detectors for x rays and γ  rays,  as well  as a plastic  

 scintil lator ΔE detector for β–particles.  Measured Eγ ,  Iγ ,  Iβ ,  βγ  and γγ  coincidence.  Deduced levels in 215Bi,  

 T1/2.  

 2010Al24:  215Pb nuclide identif ied in 9Be(238U,X) reaction with a beam energy of  1 GeV/nucleon produced by the SIS 

 synchrotron at GSI facil ity.  Target=2500 mg/cm2. The fragment residues were analyzed with the high resolving power 

 magnetic spectrometer Fragment separator (FRS).  The identif ication of  nuclei  was made on the basis of  magnetic 

 rigidity,  velocity,  t ime–of–fl ight,  energy loss and atomic number of  the fragments using two plastic  scintil lators 

 and two multisampling ionization chambers.  The FRS magnet was tuned to center on 210Au, 216Pb, 219Pb, 227At and 

 229At nuclei  along the central  trajectory of  FRS. See also an earlier report 2009Al32 from the same group as 

 2010Al24.  Unambiguous identif ication of  nuclides required the separation of  different charge states of  the nuclei  

 passing through the FRS. At 1 GeV/nucleon incident energy of  238U, fraction of  fully stripped 226Po nuclei  was 

 about 89%. Through the measurement of  difference in magnetic rigidity in the two sections of  the FRS and the 

 difference in energy loss in the two ionization chambers,  the charge state of  the transmitted nuclei  was 

 determined, especially,  that of  the singly charged (hydrogen–like) nuclei  which preserved their charge in the 

 current experimental setup. Measured production cross sections with 10% statistical  and 20% systematic 

 uncertainties.  Criterion established in 2010Al24 for acceptance of  identif ication of  a new nuclide:  1.  number of  

 events should be compatible with the corresponding mass and atomic number located in the expected range of  

 positions at both image planes of  the FRS spectrometer;  2.  number of  events should be compatible with >95% 

 probabil ity that at least one of  the counts does not correspond to a charge–state contaminant.  Comparisons of  

 measured σ  with model predictions using the computer codes COFRA and EPAX. 

 Nuclear structure calculations:  

 2012Ko09: calculated rms radii ,  rms radius of  neutron and proton distributions,  isovector shift  of  nuclear rms 

 radii ,  bulk density,  neutron skin.  

 2008Ma17: HFB calculations of  binding energy,  two–neutron separation energy,  odd–even mass staggering and pairing 

 gaps.  

 2003Bo06: calculated T1/2 using Shell  model and quasiparticle RPA. 

 1987Sa51: calculated isotope shifts,  B(E2).  

   215Pb Levels   

E(level) Jπ T1/2 Comments

   0 . 0         ( 9 / 2 + )    1 4 7  s  1 2 %β–=100. 

 RMS charge radius <r2>1/2=5.567 fm 7 ;  deduced from extrapolation of  evaluated rms charge 

radii  of  208Pb to 214Pb (2013An02),  with slope kz=0.36 in formula 9 of  2004An14. 

E(level) :   the observed fragments are assumed to be in the ground state of  215Pb nuclei .  

T1/2:   from decay curves of  γ  rays (2013De20,2004DeZV).  Other:  36 s 1  reported in 1998RyZY was 

refuted by 2003Ku26. 

Jπ :   9/2+ from systematics (2012Au07),  and also proposed in 2013De20. 7/2 predicted in 

1997Mo25 calculations.  

 From A/Z plot ( f igure 1 in 2010Al24),  a large number (certainly more than few hundreds) of  

events are assigned to 215Pb. In 1998Pf02,  number of  events in f igure 1 seems about 60.  

The β– decay is  the only decay mode expected,  and observed in 2013De20. 

 Production σ=51.7 nb (from e–mail  reply of  Oct 29,  2010 from H. Alvarez–Pol,  which also 

stated that further analysis was in progress) ;  90 nb 20  (1998Pf02).  Production cross 

sections measured in 2010Al24 are given in authors '  f igure 2,  plot of  σ  versus mass number 

for Pb isotopes.  Statistical  uncertainty=10%, systematic uncertainty=20%. 
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    Adopted Levels, Gammas   

Q(β–)=2189 15 ;  S(n)=5223 19 ;  S(p)=5460 15 ;  Q(α )=5300 40   2012Wa38. 

 S(2n)=9264 16 ,  S(2p)=14710 30  (2012Wa38).  

  

 215Bi evaluated by D. Abriola, P. Demetriou, B. Singh,  R. Gowrishankar, K. Vijay Sai .  

  

 1953Hy83: β– decay inferred by measurements of  the α  decay of  the 215Po daughter nucleus,  measured half–li fe.  

 1965Nu03: descendant of  radioactive source 227Ac.  Measured T1/2.  

 1990Ru02: source produced by spallation of  200–MeV protons on targets of  232Th. 215Bi(7.6 min) activity was 

 identif ied by mass separation and by the observation of  known γ  rays in the daughter nucleus 215Po.  Measured T1/2.  

 The β– particles were detected in a 4π  plastic  scintil lator.  

 2008We02: precise mass measurement using ISOLTRAP Penning–trap mass spectrometer.  

   215Bi Levels   

Cross Reference (XREF) Flags 

A  215Pb β– Decay (147 s)   

B  215Bi IT Decay (36.9 s)   

C  219At α  Decay (56 s)   

E(level)† Jπ XREF T1/2 Comments

      0 . 0          ( 9 / 2 – )               ABC      7 . 6  m i n  2 %β–=100. 

 RMS charge radius <r2>1/2=5.576 fm 9 ;  deduced from extrapolation 

of  evaluated rms charge radii  of  209Bi to 213Bi (2013An02),  with 

slope kz=0.35 in formula 9 of  2004An14. 

%β–:   only β– decay mode observed (1990Ru02,1953Hy83).  %α≈8.×10–5 

from systematics of  α  branching versus Q(α )  for 212Bi,  213Bi,  and 
214Bi.  

Jπ :  analogy to 209Bi,  211Bi,  and 213Bi suggests πh9/2 

configuration.  Strong β  feeding of  293,  (11/2+) level  in 215Po 

corroborates this configuration assignment.  

T1/2:  weighted average of  7.7 min 2  (1990Ru02),  7.5 min 4  

(1989Bu09),  and 7.4 min 6  (1965Nu03).  Other value:  8 min 2  

(1953Hy83).  

<r2>1/2=5.552 fm 3  (extrapolation from 209Bi value using formula 

(4)  in 2004An14).  

    1 8 3 . 5  3        ( 7 / 2 – )               A Jπ :   M1 γ  to (9/2–);  analogy to 211Bi,  213Bi,  suggests πh7/2 

configuration.  Large HF for α  decay parent nuclei  to a 

corresponding 7/2– state observed in 211Bi and 213Bi corroborates 

this configuration assignment.  

    7 4 6 . 6 0 ? ‡  1 0    ( 1 3 / 2 – ) §              B

    8 5 4 . 5  1 0                           A

   1 0 2 2 . 5  1 0                           A

   1 1 6 0 . 7 0 ? ‡  1 4    ( 1 7 / 2 – ) §              B

   1 1 6 8 . 5  1 0                           A

   1 1 9 9 . 8  7                            A

   1 3 4 7 . 5 0  1 7      ( 2 1 / 2 – ) §              B

   1 3 4 7 . 5 0 + x       ( 2 5 / 2  t o  2 9 / 2 ) ( – )     B      3 6 . 9  s  6 %IT=76.9 5 ;  %β–=23.1 5 .  

%β–:  deduced by the evaluators from weighted average of  gamma 

transition intensities for f ive strong γ  rays in 2003Ku26. Value 

of  %β–=23.8 4  in 2003Ku26 is sl ightly different but could not be 

reproduced by the evaluators.  

E(level) :   x=40 +80–40  (2003Ku26, from non–observation of  Bi K–x 

rays in coin with 186.8γ ) .  Other estimate:  20 20  (2012Au07).  

T1/2:   from weighted average (2003Ku26) of  37.1 s 5  and 36.4 s 8  

from the decay curves of  187,  414,  747 γ  rays in isomer decay and 

226,  256,  308,  419 γ  rays in β– decay,  respectively.  Note that 

reduced χ2=9 for the second set of  γ  decay curves.  From the same 

data,  evaluators obtain weighted average of  36.7 s 5  with reduced 

χ2=5.7.  

Jπ :  possible configuration= 

[πh9/2⊗ ( (νg9/2
5)9/2⊗ν i11/2)10+]  (25/2–:29/2–) .  2003Ku26 further 

propose 27/2– from expected M3 transition to 1347,  (21/2–) level ,  

based on partial  half–li fe of  the isomeric transition of  <80 keV. 

   1 9 5 9 . 8  1 2                           A

Footnotes continued on next page 
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   Adopted Levels, Gammas (continued)   

   215Bi Levels (continued)   

 † From Eγ  data.   

 ‡ The ordering of  the 187–414–747 cascade is  not established,  the one given here is  just one of  the possibil it ies.  Thus the  

 positions of  the intermediate levels at 747 and 1161 could be different.  

 § E2 ––> (E2) ––> (E2) γ  cascade feeding (9/2–) g.s.  suggests (21/2–) ––> (17/2–) ––> (13/2–) spin–parity sequence.   

   γ (215Bi)   

E(level) Eγ Iγ Mult. α Comments

    1 8 3 . 5        1 8 3 . 5  3    1 0 0       M1       1 . 8 2  3 Mult. :  from measured α (K)exp in 215Pb β– decay.  Some E2 admixture is  

possible.  

    7 4 6 . 6 0 ?      7 4 6 . 6  1    1 0 0       ( E2 ) †    0 . 0 1 2 5 8

    8 5 4 . 5        6 7 1  1      1 0 0

   1 0 2 2 . 5        8 3 9  1      1 0 0

   1 1 6 0 . 7 0 ?      4 1 4 . 1  1    1 0 0       ( E2 ) †    0 . 0 4 9 1

   1 1 6 8 . 5        9 8 5  1      1 0 0

   1 1 9 9 . 8       1 0 1 6  1       8 2  3 0

               1 2 0 0  1      1 0 0  6 5

   1 3 4 7 . 5 0       1 8 6 . 8  1    1 0 0       ( E2 )     0 . 5 7 1 Mult. :  from measured α (K)exp in 215Bi IT decay.  

   1 3 4 7 . 5 0 + x        x Eγ :   x=40 +80–40  (2003Ku26).  There may be one or more γ  transitions from 

the isomer,  but each should be lower than 80 keV. from non–observation 

of  Bi K–x rays in coin with 186.8γ .  

   1 9 5 9 . 8        7 6 0  1      1 0 0

 † From γ  intensity balance in 187–414–747 γ  cascade in IT decay.  See details in 215Bi IT decay dataset.   

    215Pb ββββ– Decay (147 s)   2013De20   

 Parent 215Pb: E=0; Jπ=(9/2+);  T1/2=147 s 12 ;  Q(g.s. )=2770 100 ;  %β– decay=100. 

 215Pb–J,T1/2:  From 215Pb Adopted Levels.  

 215Pb–Q(β–) :  2770 100  (syst,2012Wa38).  Other:  2013De20 used 3.2 MeV in deducing log f t  values.  

 215Pb–%β– decay:  %β–=100. 

 2013De20 (also 2004DeZV thesis) :  215Pb produced via the reaction 238U(p,X) with E(p)=1.4 GeV, ionized by the 

 Resonance Ionization Laser Ion Source (RILIS) and separated using the ISOLDE on–line mass separator.  Detector 

 system included an Si–detector for α–particles,  one low–energy Ge and two HPGe detectors for x–rays and γ–rays,  as 

 well  as a plastic  scintil lator ΔE detector for β–particles.  Measured Eγ ,  Iγ ,  Iβ ,  βγ ,  γγ  coincidence.  Deduced 

 levels,  T1/2.  Data l isted from 2013De20 also contain adjusted β  feedings communicated to the evaluators by H. De 

 Witte by an email  reply of  June 19,  2013.  

 The decay scheme is considered as incomplete by the evaluators.  

   215Bi Levels   

E(level)† Jπ‡ T1/2
‡

      0 . 0       ( 9 / 2 – )    7 . 6  m i n  2

    1 8 3 . 5  3     ( 7 / 2 – )

    8 5 4 . 5  1 0

   1 0 2 2 . 5  1 0

   1 1 6 8 . 5  1 0

   1 1 9 9 . 8  7

   1 9 5 9 . 8  1 2

 † From Eγ  data.   

 ‡ From Adopted Levels.   
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   215Pb ββββ– Decay (147 s)    2013De20 (continued)   

   β– radiations   

Eβ– E(level) Iβ–† Log f t‡ Comments

    ( 8 1 0  1 0 0 )    1 9 5 9 . 8        1 . 0  5     > 6 . 0 Iβ–:  1.4 7  (2013De20, adjusted value).  

   ( 1 5 7 0  1 0 0 )    1 1 9 9 . 8        1 . 7  1 2    > 6 . 8 Iβ–:  2.1 16  (2013De20, adjusted value).  

   ( 1 6 0 0  1 0 0 )    1 1 6 8 . 5        2 . 1  7     > 6 . 7 Iβ–:  2.6 13  (2013De20, adjusted value).  

   ( 1 7 5 0  1 0 0 )    1 0 2 2 . 5        1 . 8  6     > 6 . 9 Iβ–:  2.4 11  (2013De20, adjusted value).  

   ( 1 9 2 0  1 0 0 )     8 5 4 . 5        1 . 2  5     > 7 . 3 Iβ–:  1.6 8  (2013De20, adjusted value).  

   ( 2 5 9 0  1 0 0 )     1 8 3 . 5       1 8  5       > 6 . 6 Iβ–:  16 11  (2013De20, adjusted value).  

   ( 2 7 7 0  1 0 0 )       0 . 0      ≤ 7 4         ≥ 6 . 1 Iβ–:  original value of  ≤81% 4  is  adjusted to ≤74% 6  in an email  reply from the 

f irst  author of  2013De20. Value of  81% was based on 

Iγ (293.5γ ) (absolute)=35.2% taken from 2003Ku26, but γ  intensities in 2003Ku26 

were incorrectly labeled as absolute,  these were relative values instead (see 
215Bi to 215Po decay dataset) .  Evaluators deduce absolute Iγ  of  293.5γ  as 

48.9% 15  in 215Bi decay,  based on which the f irst  author of  2013De20 has 

deduced Iβ≤76% 4 .  The β  feeding to g.s.  is  deduced from a comparison of  the 

measured intensities of  γ  and α  l ines in the decay chain:  215Pb ––>215Bi 

––>215Po ––>211Pb. Intensities of  the fol lowing l ines were measured:  183.5γ  

from decay of  215Pb to 215Bi,  293.5γ  from decay of  215Bi to 215Po,  and 7386α  

l ine from the decay of  215Po to 211Pb. By normalizing to the known absolute 

intensity of  7386α ,  absolute intensities of  183.5 and 293.5 gammas were 

deduced,  both assigned mult=M1. From these values,  lower l imits of  β  feedings 

to excited states in 215Bi and 215Po were deduced,  which in turn gave upper 

l imits of  β  feedings to ground states with values of  74% 6  for 215Pb to 215Bi 

decay.  Value in 2004DeZV was ≤67% 5 ;  and ≤12% 8  for 215Bi to 215Po decay.  

 † Only the apparent β  feedings,  deduced by the evaluators from intensity balances,  are given, assuming β  feeding of  74% 6  to the  

 g.s . ,  since the decay scheme is considered as incomplete in the population of  higher energy levels,  some of  which may decay 

 directly to the g.s. .  Adjusted values of  β  feedings communicated by the f irst  author of  2013De20 are l isted under comments.  

 ‡ Values are treated as lower l imits due to incomplete level  level  scheme. Note that log f t  values l isted in f igure 3 of  2013De20  

 are high by 0.3–0.6 due to higher Q(β–)  value of  3.2 MeV used by the authors.  

   γ (215Bi)   

 Iγ  normalization:  I(γ+ce) of  183.5γ  and 1200γ≈19, for g.s.  β  feeding of  ≤74% 6  (adjusted value communicated by an 

 email  reply of  June 19,  2013 from the f irst  author of  2013De20).  

Eγ E(level) Iγ† Mult. α Comments

    1 8 3 . 5  3     1 8 3 . 5      1 0 0  1 9    M1       1 . 8 2  3 α (K)exp=1.2 4  (2013De20).  

Mult. :  measured α (K)exp from K x ray and Iγ  gives dominant M1 with 

δ (E2/M1)<0.7,  or much less l ikely E1+M2 with δ (M2/E1)=0.50 8 .  Some E2 

admixture is  possible.  Also α (K)exp=1.4 3  from total  β–gated K x ray 

spectrum (2013De20).  

    6 7 1  1       8 5 4 . 5       1 4  5

    7 6 0  1      1 9 5 9 . 8       1 2  5

    8 3 9  1      1 0 2 2 . 5       2 1  7

    9 8 5  1      1 1 6 8 . 5       2 4  8

   1 0 1 6  1      1 1 9 9 . 8       1 4  5

   1 2 0 0  1      1 1 9 9 . 8       1 7  1 1

 † For absolute intensity per 100 decays,  multiply by ≈0.087.   
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    215Pb ββββ– Decay (147 s)   2013De20 (continued)   

(9/2+) 0.0 147 s

%β–=100

21
8

5
2Pb133

Q–(g.s. )=2770100

(9/2–) 0.0 7.6 min≥6.1≤74

(7/2–) 183.5>6.618

854.5>7.31.2

1022.5>6.91.8

1168.5>6.72.1

1199.8>6.81.7

1959.8>6.01.0

Log f tIβ–           

  Decay Scheme  

Intensities:  relative Iγ
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    215Bi IT Decay (36.9 s)   2003Ku26   

 Parent 215Bi:  E=1347.50+x; Jπ=(25/2:29/2)(–) ;  T1/2=36.9 s 6 ;  %IT decay=76.9 5 .  

 215Bi–%IT decay:  From %β–=23.1 5  ( from Adopted Levels) .  

 2003Ku26: 215Bi produced by 232Th(p,X) and 238U(p,X) at 1 GeV proton energy,  fol lowed by mass separation.  Measured 

 Eγ ,  Iγ ,  α ,  γγ ,  βγ  coin,  αγ  coin,  γ (x–ray) coin using large Ge detector for γ ,  and low energy Ge detector for x 

 rays and low–energy γ  rays,  plastic  scintil lator for β .  

   215Bi Levels   

E(level)† Jπ§ T1/2
§ Comments

      0 . 0          ( 9 / 2 – )                7 . 6  m i n  2

    7 4 6 . 6 0 ? ‡  1 0    ( 1 3 / 2 – )

   1 1 6 0 . 7 0 ? ‡  1 4    ( 1 7 / 2 – )

   1 3 4 7 . 5 0  1 7      ( 2 1 / 2 – )

   1 3 4 7 . 5 0 + x       ( 2 5 / 2  t o  2 9 / 2 ) ( – )    3 6 . 9  s  6 %IT=76.2 4 ;  %β–=23.8 4 .  

%β–:  from 2003Ku26, comparison of  γ  intensities in the two cascades:  one 

from IT decay and the other from β– decay of  this isomer.  

T1/2:   from weighted average of  values from decay curves for seven γ  rays 

(2003Ku26).  See comment in Adopted Levels.  

Jπ :  possible configuration= [πh9/2⊗ ( (νg9/2
5)9/2⊗ν i11/2)10+] (25/2:29/2)(–).  

E(level) :   x=40 +80–40  (2003Ku26).  

 † From Eγ  values.   

 ‡ The ordering of  the 187–414–747 cascade is  not established,  the one given here is  just one of  the possibil it ies.  Thus the  

 positions of  the intermediate levels at 747 and 1161 could be different.  

 § From Adopted Levels.   

   γ (215Bi)   

Eγ E(level) Iγ‡ Mult. α Comments

      x        1 3 4 7 . 5 0 + x Eγ :   x=40 +80–40  (2003Ku26).  

   1 8 6 . 8 †  1    1 3 4 7 . 5 0      5 2  2    ( E2 )     0 . 5 7 1 α (K)exp=0.24 3  (2003Ku26).  

α (K)exp measured from K x ray and Iγ .  

Mult. :  measured α (K)exp gives dominant E2; δ (E2/M1)=5.0 11 ,  or unlikely 

possibil ity of  E1+M2 with δ (M2/E1)=0.165 15 .  

   4 1 4 . 1 †  1    1 1 6 0 . 7 0 ?     7 6  3    ( E2 )     0 . 0 4 9 1 Mult. :  α (exp)=0.075 60  (evaluators)  from intensity balance at 1160.7 level  

is  consistent with E2; with δ (E2/M1)=2.2 12 .  Other possibil ity of  E1+M2 

with δ (M2/E1)=0.35 15  is  unlikely.  

   7 4 6 . 6 †  1     7 4 6 . 6 0 ?     7 5  3    ( E2 )     0 . 0 1 2 5 8 Mult. :   intensity balance at 746.6 level  is  consistent with E2 or M1, and 

marginally with E1 also.  

 † The ordering of  the 187–414–747 cascade is  not established.   

 ‡ For absolute intensity per 100 decays,  multiply by 1.000 7 .   
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    215Bi IT Decay (36.9 s)   2003Ku26 (continued)   

(9/2–) 0.0 7.6 min

(13/2–) 746.60

(17/2–) 1160.70

(21/2–) 1347.50

(25/2 to 29/2)(–) 1347.50+x 36.9 s

  Decay Scheme  

Intensities:  I(γ+ce) per 100 parent decays

%IT=76.9 5
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    219At αααα  Decay (56 s)   1953Hy83,1989Bu09   

 Parent 219At:  E=0.0;  Jπ=(9/2–);  T1/2=56 s 3 ;  Q(g.s. )=6324 15 ;  %α  decay≈97.0.  

 219At–Q(α ) :  From 2012Wa38. 

 219At–J:  From 2001Li44,  based on experimental level  scheme study and proposed configuration=[πh9/2
3⊗νg9/2

–2]9/2–.  

 HF=1.1 implying a favored α  decay supports (9/2–) for the ground states of  219At and 215Bi.  

 219At–T1/2:  From 219At Adopted Levels in ENSDF database.  

 219At–%α  decay:  %α≈97 from quoted α /β– ratio of  ≈30, as determined from measurements of  the 219At/219Rn peak ratio 

 (1953Hy83).  

 1953Hy83: 227Ac source.  Chemical/physical  separation of  radioactive target.  Detector:  ionization chamber.  Measured 

 T1/2,  Eα ,  α  and β– decay,  α /β– ratio.  

 1989Bu09: 219At activity was produced by spallation of  600–MeV protons on targets of  232Th. Assignment to 219At is  

 based on mass separation and on identif ication of  the daughter nucleus 215Bi in the source.  The disintegration 

 rate was determined by measuring the β– activity with a 4 π  plastic  scintil lator detector.  Measured T1/2.  

   215Bi Levels   

E(level) Jπ T1/2 Comments

   0 . 0         ( 9 / 2 – )    7 . 6  m i n  2 Jπ ,T1/2:   from Adopted Levels.  

   α  radiations   

Eα E(level) Iα‡ HF† Comments

   6 2 0 8  1 5    0 . 0         1 0 0    1 . 1 Eα :   deduced by evaluators from Qα=6324 15  (2012Wa38).  Measured value of  Eα=6270 keV 50  

(1953Hy83),  further adjusted upward by 5 keV (1991Ry01) due to a change in the calibration 

energy of  Eα  values from 211Bi decay,  is  higher than the value deduced from Q(α )  value,  

although, it  is  within the experimental uncertainty.  

 † Using r0(215Bi)=1.5467 4 ,  interpolated value deduced from r0(216Po)=1.5555 2  and r0(214Pb)=1.5379 7  (1998Ak04).   

 ‡ For α  intensity per 100 decays,  multiply by ≈0.97.   
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    Adopted Levels, Gammas   

Q(β–)=715 7 ;  S(n)=4141.8 27 ;  S(p)=6629 11 ;  Q(α )=7526.3 8   2012Wa38. 

 S(2n)=10030 4 ,  S(2p)=11916 7  (2012Wa38).  

  

 215Po evaluated by J.K. Tuli,  B. Singh, Sudeb Bhattacharya,  S. Dasgupta, J.Y. Lee .  

  

   215Po Levels   

Cross Reference (XREF) Flags 

A  215Bi β– Decay (7.6 min)  

B  215Bi β– Decay (36.9 s)   

C  219Rn α  Decay (3.96 s)   

E(level)† Jπ XREF T1/2 Comments

      0 . 0 ‡         9 / 2 +             ABC       1 . 7 8 1  ms  5 %α=99.99977 2 ;  %β–=2.3×10–4 2  (1950Av61).  

 RMS charge radius <r2>1/2=5.627 fm 20 ;  deduced from interpolation of  

evaluated rms charge radii  of  208Po to 216Po (2013An02),  with slope 

kz=0.37 in formula 9 of  2004An14. 

T1/2:  weighted average of  1.778 ms 5  (1961Vo06),  and 1.784 ms 6  

(1971Er02).  Other value:  1.83 ms 4  (1942Wa04).  

Jπ :  favored α  decay (HF=1.4) to 211Pb (Jπ=9/2+).  

%β–:  from observation of  ≈8 MeV α  from 215At decay (1950Av61).  Other 

values:  ≈5×10–4 (1944Ka01,1944Ka02);  ≈4×10–4 (1955Ad09).  

    2 7 1 . 2 2 8 ‡  1 0    7 / 2 +             A  C     1 9 5  p s  1 5 T1/2:  (α ) (ce)(t)  coin (1974Bo11).  Other value:  <250 ps (1969Be67).  

Jπ :  271.2γ  M1+E2 to 9/2+;  130.6γ  M1+E2 from 5/2+.  

    2 9 3 . 5 6 §  4      ( 1 1 / 2 ) +          ABC Jπ :  293γ  M1 to 9/2+.  

    4 0 1 . 8 1 2 ‡  1 0    5 / 2 +             A  C      6 6  p s  7 Jπ :  favored α  decay (HF=3.4) from 219Rn (Jπ=5/2+);  401.8γ  E2 to 9/2+.  

T1/2:  from T1/2(402 level) /T1/2(271 level)=0.336 23  (Doppler shift  

measurement in 219Rn α  decay) and using T1/2(271 level)=195 ps 15  

(1974Bo11).  

    5 1 7 . 6 3 §  6      7 / 2 + , 9 / 2 +        A  C Jπ :  517.6γ  M1(+E2) to 9/2+;  224.0γ  to (11/2)+.  Jπ=7/2+ member of  

possible configuration=πh9/2
2⊗νg9/2

4⊗ν i11/2.  

    6 0 8 . 3 0 ‡  2 0     ( 1 1 / 2 + , 1 3 / 2 + )    A  C Jπ :  608.3γ  to 9/2+;  no gamma rays to 7/2+ or 5/2+.  Possible Jπ=13/2+ 

member of  configuration=πh9/2
2⊗νg9/2

5.  

    6 7 6 . 6 4  7                       A  C

    7 0 8 . 1  5                          C

    7 1 2 . 6 6 ? @  2 1    ( 1 5 / 2 + ) #          B

    7 3 2 . 7  4                          C

    8 3 5 . 3 2  2 2                      A  C

    8 7 7 . 2  6                          C

    8 9 1 . 1  3                          C

    9 3 0 . 1  1 1                         C

   1 0 2 1 . 0 7 ? @  2 3    ( 1 9 / 2 + ) #          B

   1 0 7 3 . 7  4        ( 5 / 2 + )             C Jπ :   large α  hindrance factor (HF=31 from 5/2+ 219Rn parent) .  Level 

belongs to possible ground state configuration=πh9/2
2⊗νg9/2

5.  

   1 0 7 7 . 6  1 5                       A

   1 0 9 4 . 2  1 0                         C

   1 1 7 6 . 2  2 0                       A

   1 2 4 7 . 3 7 ? @  2 5    ( 2 3 / 2 + ) #          B

   1 2 9 4 . 5 3  1 1                      A

   1 3 9 8 . 8  3                        A

   1 5 0 3 . 3 ? @  5      ( 2 3 / 2 – ) #          B

   1 6 8 2 . 1 ? @  6      ( 2 5 / 2 – ) #          B

   2 0 0 1 . 3 ? @  5      ( – )               B Jπ :  log f t=5.2 from (25:29/2)(–)  parent.  

   2 1 5 9 . 5  6        ( – )               B Jπ :  log f t=5.4 from (25:29/2)(–)  parent.  

 † From least–squares f it  to Eγ  data.   

 ‡ Configuration=πh9/2
2⊗νg9/2

5.   

 § Configuration=πh9/2
2⊗νg9/2

4⊗ν i11/2.   

 # From 2003Ku26 based on assumed ordering of  the cascade in 215Po (36.9 s)  β– decay.   

 @ The orderings of  the 158–319–179 and 498–256–226–308–419 γ  cascades are not established,  the ones given here is  just one of  the  

 possibil it ies,  thus the positions of  the intermediate levels may be different.  
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   Adopted Levels, Gammas (continued)   

   γ (215Po)   

E(level) Eγ† Iγ† Mult.‡ δ‡ α Comments

    2 7 1 . 2 2 8     2 7 1 . 2 3  1     1 0 0        M1 +E2      3 . 6  + 7 – 5     0 . 2 0 7  1 2 B(M1)(W.u.)=0.00032 7 ;  B(E2)(W.u.)=20.0 16 .  

    2 9 3 . 5 6      2 9 3 . 5 6  4     1 0 0        M1                     0 . 5 3 6

    4 0 1 . 8 1 2     1 3 0 . 6 0  3       2  1      M1 +E2      0 . 6 2  + 5 – 4    4 . 4 0  1 1 B(M1)(W.u.)=0.0018 10 ;  B(E2)(W.u.)=15 8 .  

               4 0 1 . 8 1  1     1 0 0  3      E2                     0 . 0 5 5 5 B(E2)(W.u.)=9.2 12 .  

    5 1 7 . 6 3      2 2 4 . 0@  7       3 . 2  5

               5 1 7 . 6 3  6     1 0 0  5      M1 ( +E2 )                0 . 1 1 6 2 α :  for M1. 

    6 0 8 . 3 0      6 0 8 . 3  2      1 0 0

    6 7 6 . 6 4      3 8 3 . 1  6        2 . 5  4 Iγ :  33 implied in β– decay is  in severe disagreement.  

               4 0 5 . 4  6        1 . 4  3

               6 7 6 . 6 4  7     1 0 0  1 3

    7 0 8 . 1       4 3 6 . 9  6       9 3  7

               7 0 8 . 1  8      1 0 0  3 0

    7 1 2 . 6 6 ?     4 1 9 . 1 §  2     1 0 0        ( E2 ) §                  0 . 0 4 9 7

    7 3 2 . 7       3 3 0 . 8  4      1 0 0  1 1

               4 6 1 . 6  8       1 7  3

               7 3 2 . 8  1 0       7  4

    8 3 5 . 3 2      5 4 2 . 7 #  2 5     3 0 #  1 0 γ  not reported in 219Rn a decay.  

               5 6 4 . 1  3       9 0  1 0

               8 3 5 . 3  3      1 0 0  1 0

    8 7 7 . 2       8 7 7 . 2  6      1 0 0

    8 9 1 . 1       3 7 3 . 5  6       3 3  4

               4 8 9 . 3  5       8 3  1 1

               6 1 9 . 9  6       4 3  1 4

               8 9 1 . 1  4      1 0 0  2 9

    9 3 0 . 1       3 2 1 . 8  1 0     1 0 0

   1 0 2 1 . 0 7 ?     3 0 8 . 4 §  1     1 0 0        ( E2 ) §                  0 . 1 1 6 1

   1 0 7 3 . 7       5 5 6 . 1  1 0      1 7  1 0

               6 7 1 . 9  6       6 7  3 4

               8 0 2 . 5  6      1 0 0  3 3

              1 0 7 3 . 7  6      1 0 0  3 3

   1 0 7 7 . 6       7 8 4 #  2        8 3 #  1 7

               8 0 6 . 5 #  2 2    1 0 0 #  1 7

   1 0 9 4 . 2       5 7 6 . 6  1 0     1 0 0

   1 1 7 6 . 2       9 0 5 #  2       1 0 0 #

   1 2 4 7 . 3 7 ?     2 2 6 . 3 §  1     1 0 0        ( E2 ) §                  0 . 3 0 8

   1 2 9 4 . 5 3      7 7 6 . 9 #  1     1 0 0 #  1 7

              1 0 2 3 . 1 #  1 2     7 5 #  8

              1 2 9 4 . 5 #  3      7 5 #  8

   1 3 9 8 . 8      1 1 0 4 . 5 #  5     1 0 0 #  5

              1 1 2 7 . 7 #  7      3 2 #  5

              1 3 9 9 . 2 #  4      5 5 #  5

   1 5 0 3 . 3 ?      2 5 5 . 9 §  4     1 0 0        ( E1 ) §                  0 . 0 4 5 4

   1 6 8 2 . 1 ?      1 7 8 . 7 §  4     1 0 0        [M1 ] §                  2 . 1 3  4

   2 0 0 1 . 3 ?      3 1 9 . 1 §  3      2 6  3      [M1 ] §                  0 . 4 2 7

               4 9 8 . 0 §  1     1 0 0  6      [ E2 ] §                  0 . 0 3 2 4

   2 1 5 9 . 5       1 5 8 . 2 §  2     1 0 0        [ E2 ] §                  1 . 1 1 5

 † From 219Rn α  decay,  unless otherwise stated.   

 ‡ From ce data in 219Rn α  decay,  unless otherwise stated.   

 § From 215Bi β– decay (36.9 s)  decay;  but ordering of  the 158–319–179 and 256–226–308–419 cascades is  not established.  The  

 ordering given here is  just one of  the possibil it ies.  

 # From 215Bi β– decay (7.6 min).   

 @ Placement of  transition in the level  scheme is uncertain.   
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    215Bi ββββ– Decay (7.6 min)   2003Ku26   

 Parent 215Bi:  E=0.0;  Jπ=(9/2–);  T1/2=7.6 min 2 ;  Q(g.s. )=2189 15 ;  %β– decay=100. 

 215Bi–J,T1/2:  From 215Bi Adopted Levels.  

 215Bi–Q(β–) :  From 2012Wa38. 

 2003Ku26: 215Bi produced by 232Th(p,X) and 238U(p,X) at 1 GeV proton energy,  fol lowed by mass separation.  Measured 

 Eγ ,  Iγ ,  α ,  γγ ,  βγ  coin,  αγ  coin,  γ  x  ray coin using large Ge detector for γ–rays,  low–energy Ge detector for x 

 rays and low–energy γ  rays,  plastic  scintil lator for β .  

 2004DeZV: estimated β  feeding to the ground state.  

 See also evaluation of  this decay scheme by the Decay Data Evaluation Project (DDEP on www.nucleide.org);  published 

 in M.M. Be et al . ,  Table of  Radionuclides,  volume 7,  BIPM Monographie–5 (2013).  

 1990Ru02: 215Bi mass–separated source produced by spallation of  200–MeV protons on targets of  232Th. Measured Eγ ,  

 Iγ ,  γγ  coin,  βγ  coin.  Detectors:  4π  plastic  scintil lator,  Ge(Li) .  

   215Po Levels   

E(level)† Jπ‡

      0 . 0        9 / 2 +

    2 7 1 . 1 1  1 0    7 / 2 +

    2 9 3 . 5 3  1 0    ( 1 1 / 2 ) +

    4 0 1 . 6  1 0     5 / 2 +

E(level)† Jπ‡

    5 1 7 . 5 3  1 7    7 / 2 + , 9 / 2 +

    6 0 9 . 0  5      ( 1 1 / 2 + , 1 3 / 2 + )

    6 7 7 . 6  7

    8 3 5 . 7  5

E(level)†

   1 0 7 7 . 6  1 5

   1 1 7 6 . 1  2 0

   1 2 9 4 . 4 3  1 8

   1 3 9 8 . 8  3

 † From least–squares f it  of  Eγ  data.   

 ‡ From Adopted Levels.   

   β– radiations   

Eβ– E(level) Iβ–†‡ Log f t† Comments

     ( 7 9 0  1 5 )    1 3 9 8 . 8       5 . 7      5 . 7 Iβ–:  6.2% (2003Ku26).  

     ( 8 9 5  1 5 )    1 2 9 4 . 4 3      4 . 2      6 . 0 Iβ–:  4.5% (2003Ku26).  

    ( 1 0 1 3  1 6 )    1 1 7 6 . 1       0 . 4      7 . 2

    ( 1 1 1 1  1 5 )    1 0 7 7 . 6       1 . 5      6 . 8 Iβ–:  1.7% (2003Ku26).  

    ( 1 3 5 3  1 5 )     8 3 5 . 7       3 . 1      6 . 8 Iβ–:  3.3% (2003Ku26).  

    ( 1 5 1 1  1 5 )     6 7 7 . 6       1 . 1      7 . 4

    ( 1 5 8 0  1 5 )     6 0 9 . 0       1 . 4      7 . 4 Iβ–:  1.5% (2003Ku26).  

    ( 1 6 7 1  1 5 )     5 1 7 . 5 3      0 . 7      7 . 8 Iβ–:  0.5% (2003Ku26).  

    ( 1 7 8 7  1 5 )     4 0 1 . 6       1 . 0      7 . 7

    ( 1 8 9 5  1 5 )     2 9 3 . 5 3     7 1  9      6 . 0  1 Iβ–:  77% (2003Ku26).  

   ( 1 9 1 8 §  1 5 )     2 7 1 . 1 1     < 0 . 4     > 8 . 2 Iβ–:  2.2% in 2003Ku26 could not be reproduced by the evaluators.  Intensity balance 

gives 0.0% 4 .  

   ( 2 1 8 9 §  1 5 )       0 . 0      1 0  1 0    > 6 . 9 Iβ–:  from 12% 8  (2004DeZV),  and <3% from log f t>7.7 in 2003Ku26. In DDEP 

evaluation,  a large feeding of  61% 6  was suggested based on an approach which is 

"approximate and of  highly questionable merit"  as stated by the DDEP evaluators.  

 † Except for the strongly populated level  at 293.5 keV, all  other values should be considered as l imits (upper for Iβ  and lower  

 for log f t  values) ,  since the level  scheme is l ikely incomplete above the excitation energy of  1400 keV. The Iβ  feedings given 

 here are deduced from γ–intensity balances based on 10% 10  β  feeding to g.s.  Values l isted in 2003Ku26 are given under comments.  

 ‡ Absolute intensity per 100 decays.   

 § Existence of  this branch is questionable.   

   γ (215Po)   

 Iγ  normalization:  Based on β  feeding of  10% 10  to g.s. ;  from 12% 8  (2004DeZV) summed gamma–transition 

 intensity=90 10  to ground state.  2003Ku26 estimated negligible β  feeding to the ground state based on measured 

 ratio of  215Bi g.s.  and isomer components in Iα  in 215Po α  decay and in Iγ (294γ ) .  

Eγ E(level) Iγ†§ Mult.‡ δ‡ α Comments

    2 7 1 . 1  1      2 7 1 . 1 1      2 . 9  1     M1 +E2      3 . 6  + 7 – 5    0 . 2 0 7  1 2

    2 9 3 . 5  1      2 9 3 . 5 3     3 5 . 2  1 1    M1                    0 . 5 3 7

    3 8 4  1        6 7 7 . 6       0 . 2  1 Iγ (384)/Iγ (678)=0.33 is  in severe disagreement from 

0.025 in 219Rn a decay.  

    4 0 1 . 6  1 0     4 0 1 . 6       0 . 7  1     E2                    0 . 0 5 5 5

    5 1 7 . 5  2      5 1 7 . 5 3      1 . 5  1     M1 ( +E2 )               0 . 1 1 6 2 α :  for M1. 

    5 4 2 . 7  2 5     8 3 5 . 7       0 . 3  1

    5 6 4 . 4  5      8 3 5 . 7       1 . 0  1

Continued on next page (footnotes at end of  table)  
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   215Bi ββββ– Decay (7.6 min)    2003Ku26 (continued)   

   γ (215Po) (continued)   

Eγ E(level) Iγ†§

    6 0 9 . 0  5      6 0 9 . 0       1 . 0  1

    6 7 7 . 6  1 0     6 7 7 . 6       0 . 6  1

    7 7 6 . 9  1     1 2 9 4 . 4 3      1 . 2  2

    7 8 4  2       1 0 7 7 . 6       0 . 5  1

Eγ E(level) Iγ†§

    8 0 6 . 5  2 2    1 0 7 7 . 6       0 . 6  1

    8 3 6 . 3  1 0     8 3 5 . 7       0 . 9  1

    9 0 5  2       1 1 7 6 . 1       0 . 3  1

   1 0 2 3 . 1  1 2    1 2 9 4 . 4 3      0 . 9  1

Eγ E(level) Iγ†§

   1 1 0 4 . 5  5     1 3 9 8 . 8       2 . 2  1

   1 1 2 7 . 7  7     1 3 9 8 . 8       0 . 7  1

   1 2 9 4 . 5  3     1 2 9 4 . 4 3      0 . 9  1

   1 3 9 9 . 2  4     1 3 9 8 . 8       1 . 2  1

 † In table 3 of  their paper,  2003Ku26 state that gamma intensities are in percent per decay,  but this is  inconsistent with their  

 decay scheme in their f igure 6.  The intensities quoted in table 3 of  2003Ku26 are relative intensities,  instead,  as communicated 

 in a priv.  comm. of  April  2011 from J.  Kurpeta (f irst  author of  2003Ku26) to evaluator (Fil ip Kondev,  ANL) of  Decay Data 

 Evaluation Project (DDEP).  

 ‡ From Adopted Gammas.  

 § For absolute intensity per 100 decays,  multiply by 1.39 16 .   

(9/2–) 0.0 7.6 min

%β–=100

21
8

5
3Bi132

Q–=218915

9/2+ 0.0>6.910

7/2+ 271.11>8.2<0.4

(11/2)+ 293.536.071

5/2+ 401.67.71.0

7/2+,9/2+ 517.537.80.7

(11/2+,13/2+) 609.07.41.4

677.67.41.1

835.76.83.1

1077.66.81.5

1176.17.20.4

1294.436.04.2

1398.85.75.7
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    215Bi ββββ– Decay (36.9 s)   2003Ku26   

 Parent 215Bi:  E=1347.5+x;  Jπ=(25/2:29/2)(–) ;  T1/2=36.9 s 6 ;  Q(g.s. )=2189 15 ;  %β– decay=23.1 5 .  

 215Bi–E,J,T1/2:  From 215Bi Adopted Levels.  

 215Bi–Q(β–) :  From 2012Wa38. 

 215Bi–%β– decay:  %β–=23.8 4  (2003Ku26) from weighted average of  total  intensities of  f ive γ  rays (226,  255,  293,  

 308,  419) in cascade,  assuming that each γ  ray carries the total  cascade intensity (see discussion in section 4 of  

 2003Ku26).  Evaluators obtain 23.1% 5  from the weighted average of  the same five γ  rays using Iγ  data and 

 multipolarities assigned in 2003Ku26. The α  values were deduced using the BrIcc computer code.  

 2003Ku26: 215Bi produced by 232Th(p,X) and 238U(p,X) at 1 GeV proton energy,  fol lowed by mass separation.  Measured 

 Eγ ,  Iγ ,  α ,  γγ ,  βγ  coin,  αγ  coin,  γ (x ray) coin using large Ge detector for γ ,  low–energy Ge detector for x rays 

 and low–energy γ  rays,  plastic  scintil lator for β .  
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   215Bi ββββ– Decay (36.9 s)    2003Ku26 (continued)   

   215Po Levels   

E(level)† Jπ§

      0 . 0          9 / 2 +

    2 9 3 . 5 0  1 0      ( 1 1 / 2 ) +

    7 1 2 . 6 0 ? ‡  2 3    ( 1 5 / 2 + )

   1 0 2 1 . 0 0 ? ‡  2 5    ( 1 9 / 2 + )

   1 2 4 7 . 3 ? ‡  3      ( 2 3 / 2 + )

   1 5 0 3 . 2 ? ‡  5      ( 2 3 / 2 – )

   1 6 8 2 . 0 ? ‡  6      ( 2 5 / 2 – )

   2 0 0 1 . 2 ? ‡  5      ( – )

   2 1 5 9 . 4  6        ( – )

 † From Eγ  data.   

 ‡ The orderings of  the 158–319–179 and 498–256–226–308–419 γ  cascades are not established,  the ones given here is  just one of  the  

 possibil it ies,  thus the positions of  the intermediate levels could be different.  

 § From adopted levels.   

   β– radiations   

Eβ– E(level) Iβ–‡ Log f t†

   ( 1 3 7 7 + x  1 5 )    2 1 5 9 . 4       6 . 8  9     5 . 4

   ( 1 5 3 5 + x  1 5 )    2 0 0 1 . 2 ?     1 4 . 8  1 6    5 . 2

 † Deduced using the LOGFT computer code.  2003Ku26 give 5.18 for 2159 level  and 5.48 for 2001 level .  These values should be  

 reversed as suggested by γ–ray intensities.  

 ‡ Absolute intensity per 100 decays.   

   γ (215Po)   

Eγ E(level) Iγ§ Mult.‡ α Comments

   1 5 8 . 2 †  2    2 1 5 9 . 4       3 . 2  4     [ E2 ]      1 . 1 1 5

   1 7 8 . 7 †  4    1 6 8 2 . 0 ?      2 . 2  3     [M1 ]      2 . 1 3  4 I(γ+ce):   2003Ku26 l ist  7.2,  evaluators obtain 6.9.  

   2 2 6 . 3 †  1    1 2 4 7 . 3 ?     1 8 . 0  1 0    ( E2 )      0 . 3 0 8 I(γ+ce):   2003Ku26 l ist  23.7,  evaluators obtain 23.5.  

   2 5 5 . 9 †  4    1 5 0 3 . 2 ?     2 1 . 9  9     ( E1 )      0 . 0 4 5 4

   2 9 3 . 5  1      2 9 3 . 5 0     1 4 . 7  5     M1        0 . 5 3 7 Iγ :  from coin data.  

I(γ+ce):   2003Ku26 l ist  22.9,  evaluators obtain 22.6.  

   3 0 8 . 4 †  1    1 0 2 1 . 0 0 ?    2 2 . 2  1 1    ( E2 )      0 . 1 1 6 1 I(γ+ce):   2003Ku26 l ist  24.9,  evaluators obtain 24.8.  

   3 1 9 . 1 †  3    2 0 0 1 . 2 ?      4 . 0  4     [M1 ]      0 . 4 2 7

   4 1 9 . 1 †  2     7 1 2 . 6 0 ?    2 0  2       ( E2 )      0 . 0 4 9 7 I(γ+ce):   2003Ku26 l ist  24.4,  evaluators obtain 21.0.  Value in 2003Ku26 

corresponds to M1 for 419.1γ .  

   4 9 8 . 0  1     2 0 0 1 . 2 ?     1 5 . 4  1 0    [ E2 ]      0 . 0 3 2 4

 † The orderings of  the 158–319–179 and 498–256–226–308–419 cascades are not established,  the one given here is  just one of  the  

 possibil it ies.  

 ‡ From adopted gammas or assumed from Jπ  assignments.   

 § For absolute intensity per 100 decays,  multiply by 1.000 22 .   
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    215Bi ββββ– Decay (36.9 s)   2003Ku26 (continued)   

(25/2:29/2)(–) 1347.5+x 36.9 s

%β–=23.1 5

21
8

5
3Bi132

Q–(g.s. )=218915

9/2+ 0.0

(11/2)+ 293.50

(15/2+) 712.60

(19/2+) 1021.00

(23/2+) 1247.3

(23/2–) 1503.2

(25/2–) 1682.0

(–) 2001.25.214.8

(–) 2159.45.46.8

Log f tIβ–            

  Decay Scheme  

Intensities:  I(γ+ce) per 100 parent
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    219Rn αααα  Decay (3.96 s)   1999Li05,1976Bl13,1970Kr08   

 Parent 219Rn: E=0.0;  Jπ=5/2+; T1/2=3.96 s 1 ;  Q(g.s. )=6946.1 3 ;  %α  decay=100. 

 219Rn–J,T1/2:  From 219Rn Adopted Levels in ENSDF database.  

 219Rn–Q(α ) :  From 2012Wa38. 

 1976Bl13:  precise measurement of  Eγ ,  Iγ .  Detector:  Ge(Li) .  

 1970Kr08: measured Eγ ,  Iγ ,  αγ (θ ) ,  αγ ( l in pol ,  θ ) ,  Ice.  Detectors:  Ge(Li) ,  magnetic spectrometer.  

 1970Da09: measured Eγ ,  Iγ ,  γγ  coin,  Ice.  Detectors:  Ge(Li) ,  scint,  magnetic spectrometer.  

 1968Br17, 1967Da20: measured Eγ ,  Iγ .  Detector:  Ge(Li) .  

 1999Li05:  measured Eγ ,  Iγ ,  Ice,  αγ  coin,  αe coin.  Detectors:  Ge,  Si(Li) .  

 Others:  1972HeYM, 1969Be67, 1966Po02, 1965Va10, 1957Pa07, 1957Pi31.  

 αγ (θ )  measurements:  1972HeYM, 1970Kr08, 1970Da09, 1969Be67, 1967Le05, 1965Cl05,  and 1961Br32. 

 αγ  l inear polarization correlations and γγ (θ )  measurements:  1970Kr08. 

   215Po Levels   

E(level)† Jπ‡ T1/2 Comments

      0 . 0 §         9 / 2 +               1 . 7 8 1  ms  4 T1/2:  from Adopted Levels.  

    2 7 1 . 2 2 8 §  1 0    7 / 2 +             1 9 5  p s  1 5 T1/2:  (α ) (ce)(t)  coin (1974Bo11).  Other value:  <250 ps (1969Be67).  

    2 9 3 . 5 6 #  4      ( 1 1 / 2 ) +

    4 0 1 . 8 1 2 §  1 0    5 / 2 +              6 6  p s  7 T1/2:  from T1/2(402)/T1/2(271)=0.336 23  (Doppler shift  measurement),  and 

T1/2(271)=195 ps 15  (1974Bo11).  

    5 1 7 . 6 0 #  6      7 / 2 + , 9 / 2 +

    6 0 8 . 3 0 §  2 0     ( 1 1 / 2 + , 1 3 / 2 + )

    6 7 6 . 6 6  7

    7 0 8 . 1  5

    7 3 2 . 7  4

    8 3 5 . 3 2  2 2

    8 7 7 . 2  6

    8 9 1 . 1  3

    9 3 0 ?  1

   1 0 7 3 . 7  4        ( 5 / 2 + )

   1 0 9 4 . 2  1 0

 † From a least–squares f it  to Eγ  data.   

 ‡ From Adopted Levels.   

 § Configuration=πh9/2
2⊗νg9/2

5.   

 # Configuration=πh9/2
2⊗νg9/2

4⊗ν i11/2.   
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   219Rn αααα  Decay (3.96 s)    1999Li05,1976Bl13,1970Kr08 (continued)   

   α  radiations   

 Values of  Eα  from 1962Wa18 given in comments were measured with a magnetic spectrograph. Original Eα  values have 

 been increased by evaluators an average of  1.5 keV because of  changes in the calibration energies of  215Po and 

 211Bi (1977Ma30).  

 α  particle energies of  1957Pi31 presented in comments have been increased by 3 keV because of  a change in the 

 calibration energy of  242Cm (1977Ma30).  Other:  1992Sc26. 

Eα E(level) Iα& HF@ Comments

   5 7 4 4 §  1 5      1 0 9 4 . 2       0 . 0 0 0 0 9 #  5       2 7 0  1 5 0 Iα :  measured value=0.0001 (1999Li05).  

   5 7 6 4 §  8       1 0 7 3 . 7       0 . 0 0 0 9 2 #  2 0       3 3  8 Other value:  Eα=5786.5,  Iα≈0.001 (1965Va10).  

Iα :  measured value=0.001 (1999Li05).  

   5 9 0 0 §  1 5       9 3 0 ?       ≈ 0 . 0 0 0 1 #        ≈ 1 4 2 6

   5 9 4 4 §  6        8 9 1 . 1       0 . 0 0 2 0 #  3        1 0 7  1 7 Other value:  Eα=5947.9,  Iα=0.0037, originally assigned by 1962Wa18 

to 211Bi α  decay.  Reassigned by 1965Va10 (on the basis of  αγ  coin 

measurements)  to 219Rn α  decay.  

Iα :  measured value=0.002 (1999Li05).  

   5 9 5 8 §  1 5       8 7 7 . 2       0 . 0 0 0 3 2 #  1 1      7 7 0  2 7 0 Iα :  measured value=0.0001 (1999Li05).  

   6 0 0 0 §  6        8 3 5 . 3 2      0 . 0 0 3 1 #  5        1 2 3  2 0 Eα=6000.8,  Iα=0.0044 (1962Wa18).  

Iα :  measured value=0.003 (1999Li05).  

   6 1 0 0 §  8        7 3 2 . 7       0 . 0 0 1 2 #  2        9 0 0  1 5 0 Other value:  Eα=6102.0,  Iα=0.003 (1962Wa18).  

Iα :  measured value=0.001 (1999Li05).  

   6 1 2 4 §  8        7 0 8 . 1       0 . 0 0 0 6 3 #  1 3        2 . 2 × 1 0 3  5 Iα :  measured value=0.001 (1999Li05).  

   6 1 5 8 §  4        6 7 6 . 6 6      0 . 0 1 8 #  2         1 0 5  1 2 Other value:  Eα=6158.6,  Iα=0.0174 (1962Wa18).  

Iα :  measured value=0.018 (1999Li05).  

   6 2 2 3 §  6        6 0 8 . 3 0      0 . 0 0 4 3 #  1 1       8 5 0  2 2 0 Other value:  Eα=6223.6,  Iα=0.0026 (1962Wa18).  

Iα :  measured value=0.004 (1999Li05).  

   6 3 1 1 §  3        5 1 7 . 6 0      0 . 0 5 1 #  4         1 7 2  1 4 Other value:  Eα=6311.8,  Iα=0.054 (1962Wa18).  

Iα :  measured value=0.054 (1999Li05).  

   6 4 2 5 . 0 †  1 0     4 0 1 . 8 1 2     7 . 5 ‡  6             3 . 4  3 Other values:  Iα=7.5 5  (1962Gi04).  Eα=6423.9 (1961Ry02).  Eα=6422, 

Iα=5 (1957Pi31,1977Ma30).  Eα=6425 1 ,  Iα=7.5 (1999Li05).  

Iα :  Iα=7.7 7 ,  deduced by evaluators from γ–ray transition intensity 

balance.  

   6 5 3 0 §  2        2 9 3 . 5 6      0 . 1 1 0 #  1 0        6 3 0  5 8 Other value:  Eα=6529, Iα=0.12 (1962Wa18).  

Iα :  measured value=0.12 (1999Li05).  

   6 5 5 2 . 6 †  1 0     2 7 1 . 2 2 8    1 2 . 9 ‡  6             6 . 6  4 Other values:  Eα=6552.8 (1962Wa18,1977Ma30).  Iα=12.9 6  (1962Gi04).  

Eα=6550.9 (1961Ry02).  Eα=6550, Iα=13 (1957Pi31,1977Ma30).  

Eα=6553 1 ,  Iα=13 (1999Li05).  

Iα :  Iα=12.3 9 ,  deduced by evaluators from γ–ray transition 

intensity balance.  

   6 8 1 9 . 1 †  3        0 . 0      7 9 . 4 ‡  1 0           1 1 . 1  2 Other values:  Eα=6819.0 (1962Wa18,1977Ma30).  Iα=79.6 10  (1962Gi04).  

Eα=6817.6 10  (1961Ry02).  Eα=6816 2 ,  Iα=82 (1957Pi31,1977Ma30).  

Eα=6819.1 3 ,  Iα=79.3 (1999Li05).  

Iα :  Iα=79.8 12 ,  deduced by evaluators from γ–ray transition 

intensity balance.  

 † From 1971Gr17, detector:  magnetic spectrometer.  Adjusted value as recommended by 1991Ry01.  

 ‡ From 1962Wa18, detector:  magnetic spectrograph. Adjusted value as recommended by 1991Ry01.  

 § From 1999Li05.   

 # Deduced by evaluators from γ–ray transition intensity balance.  Measured value from 1999Li05 is given under comments.   

 @ Using r 0(215Po)=1.557 4 ,  interpolated value from r0(214Po)=1.559 8  and r0(216Po)=1.5555 2  (1998Ak04).   

 & Absolute intensity per 100 decays.   

   γ (215Po)   

 Iγ  normalization:  from Iγ (271γ ,  219Rn)/Iγ (269γ ,  223Ra)=0.786 42 ,  measured from a 223Ra source with 219Rn in 

 equil ibrium (1976Bl13),  and using %Iγ (269γ ,  223Ra)=13.7 2  (see 223Ra α  decay).  The excellent agreement of  the 

 α–particle abundances to the g.s. ,  271,  and 402 levels (deduced from γ–ray transition intensity balances)  with 

 values measured directly confirm the quality of  the γ–ray data and that of  the decay scheme normalization.  

Eγ† E(level) Iγ†# Mult. δ α Comments

     1 3 0 . 6 0  3      4 0 1 . 8 1 2      1 . 2  8        M1 +E2      0 . 6 2  + 5 – 4    4 . 4 0  1 1 Others:  1968Br17, 1965Va10. 

Mult. ,δ :  from ce(L1)/ce(L2) exp=2.4 5  and 

ce(L1)/ce(L3) exp=2.8 4  (1970Da09).  δ=0.58 

from ce data (1999Li05) is  in agreement,  but 

conversion coeff icients or L/M ratio are not 

Continued on next page (footnotes at end of  table)  
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   219Rn αααα  Decay (3.96 s)    1999Li05,1976Bl13,1970Kr08 (continued)   

   γ (215Po) (continued)   

Eγ† E(level) Iγ†# Mult. δ α Comments

given in this study.  

    x 2 2 1 . 5 ‡  3                  0 . 2 8  4 This γ  ray has been assigned by 1968Br17 and 

1970Kr08 to the decay of  223Ra, and by 

1970Da09 to the decay of  219Rn (1977Ma30).  

Not seen by 1999Li05.  

     2 2 4 . 0  7       5 1 7 . 6 0       0 . 0 1 3  2      [M1 , E2 ]                0 . 7  4

     2 7 1 . 2 3  1      2 7 1 . 2 2 8    1 0 0  2          M1 +E2      3 . 6  + 7 – 5     0 . 2 0 7  1 2 Mult. ,δ :  from ce(L1)/ce(L2) exp=0.516 47 ,  

ce(L1)/ce(L3) exp=1.035 92  (1970Da09),  and 

ce(K):ce(L1):ce(L2):ce(L3) 

exp=30.6 9 :4.5:8.3 5 :3.6 9  (1972HeYM). Other 

values:  α (K)exp=0.107 16 ,  α (L3)exp=0.016 5 ,  

ce(L3)/ce(L1)+ce(L2) exp=0.40 6  (1970Kr08).  

δ=3.7 +10–6  i f  al l  data are used.  δ=4.0 from 

ce data (1999Li05) is  in agreement,  but 

conversion coeff icients or K/L/M ratios are 

not given in this study.  

Other values:  Eγ=271.6,  Iγ=87 (1957Pi31),  

Eγ=268, Iγ=11.0 (1957Pa07).  Other:  1966Po02. 

     2 9 3 . 5 6  4      2 9 3 . 5 6       0 . 6 8  4       M1                     0 . 5 3 6 Mult. :  dominant M1 from α (K)exp (1999Li05),  and 

probably also from K/L/M ratio,  but no 

numerical  data are given in this work.  M1 

from intensity balance arguments in the decay 

of  215Bi to 215Po (2003Ku26).  

     3 2 1 . 8& 1 0     9 3 0 ?         8 × 1 0 – 0 4  4

    x 3 2 4 . 9 ‡  1 0                < 0 . 0 6 Eγ , Iγ :  from 1967Da20. Not seen by 1999Li05.  

     3 3 0 . 8  4       7 3 2 . 7        0 . 0 0 9  1

    x 3 3 7 . 7 ‡  1 0                 0 . 0 8  2 Not seen by 1999Li05.  

    x 3 7 0 . 9 ‡  1 5                < 0 . 1 Eγ , Iγ :  from 1967Da20. Other value:  Iγ≈0.02 

(1965Va10).  Not seen by 1999Li05.  

     3 7 3 . 5  6       8 9 1 . 1        0 . 0 0 2 3  3

    x 3 8 0 ‡                     ≈ 0 . 0 0 0 3 γ  ray is  uncertain (1965Va10).  Not seen by 

1999Li05.  

     3 8 3 . 1  6       6 7 6 . 6 6       0 . 0 0 4 0  6

     4 0 1 . 8 1  1      4 0 1 . 8 1 2     6 1  2          E2                     0 . 0 5 5 5 Other values:  Eγ=401, Iγ=77 (1966Po02);  

Eγ=400.6,  Iγ=48 (1957Pi31).  Others:  1965Va10, 

1957Pa07. 

Mult. :  from α (K)exp=0.027 12  and ce(K)/ce(L3) 

exp=7 2  (1970Kr08).  Other:  E2 from ce data 

(1999Li05),  but no coeff icients or ratios are 

given. 

     4 0 5 . 4  6       6 7 6 . 6 6       0 . 0 0 2 3  4

     4 3 6 . 9  6       7 0 8 . 1        0 . 0 0 2 8  5

    x 4 3 8 . 2 ‡  6                 < 0 . 2 8 Eγ , Iγ :  from 1967Da20. Other value:  Eγ=438.7 3 ,  

Iγ=0.48 5  (1968Br17).  1968Br17 assigned this 

transition to the decay of  215Po.  1967Da20 

suggested (on the basis of  αγ–coin results of  

1965Va10) that the contribution from 215Po 

decay is  0.26≤Iγ≤0.44,  which establishes an 

upper l imit of  Iγ≈0.28 from 219Rn decay 

(1977Ma30).  Not seen by 1999Li05.  

     4 6 1 . 6  8       7 3 2 . 7        0 . 0 0 1 5  3

     4 8 9 . 3  5       8 9 1 . 1        0 . 0 0 5 8  8

     5 1 7 . 6 0  6      5 1 7 . 6 0       0 . 4 1  2       M1 ( +E2 )                0 . 1 1 6 2 Mult. :  dominant M1 from α (K)exp (1999Li05),  but 

no numerical  data are given in this work.  

α :  for M1. 

Eγ , Iγ :  Eγ=516.5 5 ,  Iγ=0.22 5  (1970Da09) were 

not included in the input for averaging.  

Other:  1965Va10. 

    x 5 3 8 . 2 §  1 5                 0 . 0 6 §  3

     5 5 6 . 1  1 0     1 0 7 3 . 7        5 × 1 0 – 0 4  3

     5 6 4 . 1  3       8 3 5 . 3 2       0 . 0 1 4  3 Iγ :  other value:  Iγ≈0.02 (1965Va10).  

     5 7 6 . 6  1 0     1 0 9 4 . 2        8 × 1 0 – 0 4  4

     6 0 8 . 3  2       6 0 8 . 3 0       0 . 0 4 0  1 0 Other value:  Iγ≈0.026 (1965Va10).  

Continued on next page (footnotes at end of  table)  
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   219Rn αααα  Decay (3.96 s)    1999Li05,1976Bl13,1970Kr08 (continued)   

   γ (215Po) (continued)   

Eγ† E(level) Iγ†# Comments

     6 1 9 . 9  6       8 9 1 . 1        0 . 0 0 3  1

     6 7 1 . 9  6      1 0 7 3 . 7        0 . 0 0 2  1

     6 7 6 . 6 6  7      6 7 6 . 6 6       0 . 1 6  2 Other value:  Iγ≈0.1 (1965Va10).  

     7 0 8 . 1  8       7 0 8 . 1        0 . 0 0 3  1

     7 3 2 . 8  1 0      7 3 2 . 7        6 × 1 0 – 0 4  3

     8 0 2 . 5  6      1 0 7 3 . 7        0 . 0 0 3  1

     8 3 5 . 3  3       8 3 5 . 3 2       0 . 0 1 5  3 Eγ , Iγ :  other values:  Eγ≈833, Iγ≈0.01 (1965Va10).  

     8 7 7 . 2  6       8 7 7 . 2        0 . 0 0 3  1

     8 9 1 . 1  4       8 9 1 . 1        0 . 0 0 7  2 Eγ , Iγ :  other values:  Eγ=889.0 15 ,  Iγ=0.015 7  (1967Da20).  Iγ≈0.01 (1965Va10).  

   x 1 0 5 5 §  2                    0 . 0 0 6 §  3

    1 0 7 3 . 7  6      1 0 7 3 . 7        0 . 0 0 3  1

 † Weighted average from 1999Li05,  1976Bl13,  1970Kr08, 1970Da09, 1968Br17, and 1967Da20.  

 ‡ Uncertain γ  ray.   

 § From 1967Da20. Other value:  Iγ≈0.003 (1965Va10).  Not seen by 1999Li05.   

 # For absolute intensity per 100 decays,  multiply by 0.108 6 .   

 & Placement of  transition in the level  scheme is uncertain.   

 x γ  ray not placed in level  scheme.  

5/2+ 0.0 3.96 s

%α=10021
8

9
6Rn133

Qα=6946.13

9/2+ 0.0 1.781 ms 11.179.46819.1

7/2+ 271.228 195 ps 6.612.96552.6

(11/2)+ 293.56 6300.1106530

5/2+ 401.812 66 ps 3.47.56425.0

7/2+,9/2+ 517.60 1720.0516311

(11/2+,13/2+) 608.30 8500.00436223

676.66 1050.0186158

708.1 2.2×1030.000636124

732.7 9000.00126100

835.32 1230.00316000

877.2 7700.000325958

891.1 1070.00205944

930 ≈1426≈0.00015900

(5/2+) 1073.7 330.000925764

1094.2 2700.000095744

HFIαEα                        

  Decay Scheme  

Intensities:  I(γ+ce) per 100 parent decays
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    Adopted Levels, Gammas   

Q(β–)=–87 10 ;  S(n)=5947 8 ;  S(p)=4074 7 ;  Q(α )=8178 4   2012Wa38. 

 S(2n)=10818 8 ,  S(2p)=10603 8  (2012Wa38).  

  

 215At evaluated by S.K. Basu, G. Mukherjee, B. Singh,  Srijit Bhattacharya, A. De, D. Mondal .  

  

   215At Levels   

 Shell–model configuration assignments are based on predicted level  energies,  and on those assigned in 214Po and 

 216Rn (1993Li07).  

Cross Reference (XREF) Flags 

A  215Po β– Decay (1.781 ms)  

B  219Fr α  Decay (20 ms)  

E(level)† Jπ XREF T1/2 Comments

     0 . 0 ‡        9 / 2 –       AB      0 . 1 0  ms  2 %α=100. 

T1/2:  from 1951Me10. 

Jπ :  favored α  decay (HF=3.3) to 211Bi g.s.  (Jπ=9/2–);  consistent with other odd–A 

isotopes of  At.  

   1 6 9 . 8 8 §  1 0    ( 7 / 2 ) –      B Jπ :  169.9γ  M1+E2 to 9/2–.  In analogy with 896 level  (Jπ=7/2–) in 209Bi,  and to 

other odd–A isotopes of  At.  Also shell–model prediction.  

   3 5 2 . 0 0 ‡  1 0    ( 5 / 2 ) –      B Jπ :  352.0γ  E2 to 9/2–.  In analogy with 2826 level  (Jπ=5/2–) in 209Bi.  Also 

shell–model prediction.  

   3 6 4 . 0 #  1 0     ( 1 3 / 2 + )     B Jπ :  shell  model.  

   4 7 2 . 2 9 ‡  1 7    ( 7 / 2 – )      B Jπ :  472.2γ  (M1) to 9/2–.  Also shell–model prediction.  

   5 1 7 . 0 0 ‡  2 0    ( 1 3 / 2 ) –     B Jπ :  517.0γ  E2 to 9/2–.  153γ  to 363 level  (13/2+).  Also shell  model prediction.  

   5 8 0 ‡          ( 3 / 2 – )      B Jπ :   shell–model prediction.  

 † From least–squares f it  to Eγ  values.   

 ‡ Member of  configuration=πh9/2
3⊗νg9/2

4.   

 § Member of  configuration=πh9/2
2⊗π f7/2⊗νg9/2

4.   

 # Member of  configuration=πh9/2
2⊗π i13/2⊗νg9/2

4.   

   γ (215At)   

E(level) Eγ Iγ Mult.† δ α

   1 6 9 . 8 8      1 6 9 . 9  1    1 0 0       M1 +E2     0 . 7 3  1 6    2 . 0 6  1 9

   3 5 2 . 0 0      3 5 2 . 0  1    1 0 0       E2                  0 . 0 8 3 0

   4 7 2 . 2 9      3 0 2 . 6  3    ≈ 1 2

              4 7 2 . 2  2    1 0 0  3 0    (M1 )                0 . 1 6 1 3

   5 1 7 . 0 0      1 5 3 ‡        ≈ 3       [ E1 ]                0 . 1 6 1 7

              5 1 7 . 0  2    1 0 0  2 1    E2                  0 . 0 3 1 0

 † From K x ray/Iγ  ratios in coincidence with individual α–particle groups (1993Li07).   

 ‡ Placement of  transition in the level  scheme is uncertain.   

    215Po ββββ– Decay (1.781 ms)   1950Av61   

 Parent 215Po:  E=0; Jπ=9/2+; T1/2=1.781 ms 4 ;  Q(g.s. )=715 7 ;  %β– decay=2.3×10–4 2 .  

 215Po–J,T1/2:  From 215Po Adopted Levels.  

 215Po–Q(β–) :  From 2012Wa38. 

 215Po–%β– decay:  Measured value of  %β–=0.00023 2  (1950Av61).  Others:  ≈0.0004% (1955Ad09),  ≈0.0005% 

 (1944Ka01,1944Ka02).  

 1950Av61: deduced β– decay mode from observation of  ≈8.0 MeV α  from α  decay of  215At.  

 Others:  1955Ad09, 1944Ka01, 1944Ka02. 
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   215Po ββββ– Decay (1.781 ms)    1950Av61 (continued)   

   215At Levels   

E(level) Jπ Comments

   0 . 0         9 / 2 –  Assumed that g.s.  of  215At is  populated in this decay.  

Jπ :   from Adopted Levels.  

    219Fr αααα  Decay (20 ms)   1993Li07,1968Ba73,1966Gr07   

 Parent 219Fr:  E=0.0;  Jπ=9/2–;  T1/2=20 ms 2 ;  Q(g.s. )=7448.5 18 ;  %α  decay=100. 

 219Fr–J,T1/2:  From 219Fr Adopted Levels in ENSDF database.  

 219Fr–Q(α ) :  From 2012Wa38. 

 1993Li07:  219Fr activity was produced as descendant of  a mass–separated source of  223Ac.  Measured Eα ,  Iα ,  Eγ ,  Iγ ,  αγ  

 coin.  Detectors:  Ge(Li)  for γ  rays,  Si(Li)  for α  particles.  

 1968Ba73: descendant of  227Pa. Measured Eα ,  Iα .  Detector:  magnetic spectrograph. 

 1966Gr07: descendant of  227Pa. Measured Eα ,  Iα ,  Eγ ,  αγ  coin.  Detectors:  semi,  scint.  

 1982Bo04: 219Fr source produced by spallation of  5–GeV protons on targets of  U and Th. Measured Eα ,  Iα .  Detectors:  

 semi.  

 Other:  1982Bo04. 

   215At Levels   

 Shell–model configuration assignments are based on predicted level  energies,  and on those assigned in 214Po and 

 216Rn. 

E(level)† Jπ‡ T1/2
‡

     0 . 0 §        9 / 2 –       0 . 1 0  ms  2

   1 6 9 . 8 8 #  1 0    ( 7 / 2 ) –

   3 5 2 . 0 0 §  1 0    ( 5 / 2 ) –

   3 6 4 . 0@  1 0     ( 1 3 / 2 + )

   4 7 2 . 2 9 §  1 7    ( 7 / 2 – )

   5 1 7 . 0 0 §  2 0    ( 1 3 / 2 ) –

   5 8 0 §          ( 3 / 2 – )

 † Deduced by evaluators from a least–squares f it  to γ–ray energies.   

 ‡ From Adopted Levels.   

 § Member of  configuration=πh9/2
3⊗νg9/2

4.   

 # Member of  configuration=πh9/2
2⊗π f7/2⊗νg9/2

4.   

 @ Member of  configuration=πh9/2
2⊗π i13/2⊗νg9/2

4.   

   α  radiations   

Eα† E(level) Iα†§ HF‡ Comments

   6 7 4 4         5 8 0         < 0 . 0 3       > 2 6 Eα , Iα :  from 1993Li07.  

   6 8 0 2 . 9  2 0    5 1 7 . 0 0       0 . 2 5         6 Other value:  Eα=6780 10 ,  value deduced by 1977Ma30 from an α  spectrum 

presented in 1966Gr07. Original Eα=6680 is probably a typographical  error.  

Iα=0.3 1  (1966Gr07).  Eα=6805, Iα=0.25 (1993Li07).  

Iα :  0.20 4 ,  deduced by evaluators from γ–ray transition intensity balance.  

   6 8 4 6 . 2  2 5    4 7 2 . 2 9       0 . 0 5        4 4 Other value:  Eα=6820 10 ;  value deduced by 1977Ma30 from an α  spectrum 

presented in 1966Gr07. Original Eα=6720 is probably a typographical  error.  

Iα=0.2 1  (1966Gr07).  Eα=6849, Iα=0.05 (1993Li07).  

Iα :  0.06 2 ,  deduced by evaluators from γ–ray transition intensity balance.  

   6 9 5 6 . 6  3 0    3 6 4 . 0       ≈ 0 . 0 2      ≈ 2 7 1 Other values:  Eα=6958, Iα≈0.02 (1993Li07).  

   6 9 6 7 . 3  2 0    3 5 2 . 0 0       0 . 6         1 0 Other values:  Eα=6950 10 ,  Iα (6967α  + 6957α )=0.8 1  (1966Gr07);  Eα=6968, Iα=0.6 

(1993Li07).  

Iα :  0.61 5 ,  deduced by evaluators from γ–ray transition intensity balance.  

   7 1 4 5 . 7  2 0    1 6 9 . 8 8       0 . 2 5  7     1 0 3  3 1 Iα :  weighted average of  0.3 1  (1966Gr07) and 0.2 1  (1968Ba73,1977Ma30).  

Iα :  0.30 3 ,  deduced by evaluators from γ–ray transition intensity balance.  

Other value:  0.2 (1993Li07).  

Eα :  other values:  7140 10  (1966Gr07),  7148 (1993Li07).  

Continued on next page (footnotes at end of  table)  
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   219Fr αααα  Decay (20 ms)    1993Li07,1968Ba73,1966Gr07 (continued)   

   α  radiations (continued)   

Eα† E(level) Iα†§ HF‡ Comments

   7 3 1 2 . 3  1 8      0 . 0       9 8 . 8  2        0 . 9 7  1 0 Eα :  value adjusted from Eα=7312.2 20  (1968Ba73) and Eα=7317 4  (1982Bo04),  as 

recommended by 1991Ry01. Other values:  Eα=7300 10 ,  Iα=98.4 (1966Gr07);  

Eα=7307 20 ,  energy has been increased by 7 keV to account for changes in 

calibration energies (1951Me10,1977Ma30);  Eα=7313 (1993Li07).  

Iα :  from 1991Ry01. 

 † From 1968Ba73, unless otherwise specif ied.   

 ‡ Using r0(215At)=1.5575 80 ,  interpolated value deduced from r0(214Po)=1.559 8 ,  and r0(216Rn)=1.556 8  (1998Ak04).   

 § Absolute intensity per 100 decays.   

   γ (215At)   

 Measured intensity of  Kα+Kβ  x  rays=0.22 3 .  

 Iγ  normalization:  Measured absolute γ–ray intensities (1993Li07).  

Eγ† E(level) Iγ†§ Mult.‡ δ α Comments

    1 5 3 #       5 1 7 . 0 0      ≈ 0 . 0 0 6       [ E1 ]                0 . 1 6 1 7

    1 6 9 . 9  1    1 6 9 . 8 8       0 . 1 0  1      M1 +E2     0 . 7 3  1 6    2 . 0 6  1 9 Mult. ,δ :  from α (K)exp=1.5 2  (1993Li07).  

   x 2 2 5                   ≈ 0 . 0 1 Eγ :   uncertain γ  ray.  

    3 0 2 . 6  3    4 7 2 . 2 9      ≈ 0 . 0 0 6

    3 5 2 . 0  1    3 5 2 . 0 0       0 . 5 6  5      E2                  0 . 0 8 3 0 Mult. :  from α (K)exp=0.06 1  (1993Li07).  

    4 7 2 . 2  2    4 7 2 . 2 9       0 . 0 5 0  1 5    (M1 )                0 . 1 6 1 3 Mult. :  from α (K)exp≈0.1 (1993Li07).  

    5 1 7 . 0  2    5 1 7 . 0 0       0 . 1 9  4      E2                  0 . 0 3 1 0 Mult. :  from α (K)exp=0.03 1  (1993Li07).  

 † From 1993Li07.  Other:  1968Gr07.  

 ‡ From K x ray/Iγ  ratios in coincidence with individual α–particle groups (1993Li07).   

 § Absolute intensity per 100 decays.   

 # Placement of  transition in the level  scheme is uncertain.   

 x γ  ray not placed in level  scheme.  

9/2– 0.0 20 ms

%α=10021
8

9
7Fr132

Qα=7448.518

9/2– 0.0 0.10 ms 0.9798.87312.3

(7/2)– 169.88 1030.257145.7

(5/2)– 352.00 100.66967.3

(13/2+) 364.0 ≈271≈0.026956.6

(7/2–) 472.29 440.056846.2

(13/2)– 517.00 60.256802.9

(3/2–) 580 >26<0.036744

HFIαEα                   

  Decay Scheme  

Intensities:  I(γ+ce) per 100

parent decays
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    Adopted Levels, Gammas   

Q(β–)=–1487 10 ;  S(n)=4920 12 ;  S(p)=5078 9 ;  Q(α )=8839 8   2012Wa38. 

 S(2n)=11613 9 ,  S(2p)=9093 8  (2012Wa38).  

  

 215Rn evaluated by S.K. Basu, G. Mukherjee, B. Singh,  Srijit Bhattacharya, A. De, D. Mondal .  

  

 215Rn identif ied as descendent of  227U (1952Me13,1969Ha32);  and descendent of  223Th (1970Va13).  

   215Rn Levels   

Cross Reference (XREF) Flags 

A  219Ra α  Decay (10 ms)  

B  207Pb(18O,2α2nγ )   

E(level)† Jπ‡ XREF T1/2 Comments

      0 . 0 §        9 / 2 +               AB       2 . 3 0  μ s  1 0 %α=100. 

 RMS charge radius <r2>1/2=5.620 fm 20 ;  deduced from interpolation 

of  evaluated rms charge radii  of  212Rn to 222Rn (2013An02),  with 

slope kz=0.39 in formula 9 of  2004An14. 

T1/2:  from 1970Va13. 

Jπ :  favored α  decay (HF≈1.6)  to 211Po (Jπ=9/2+).  

%ε<1.0×10–11 for log f t>5.9.  %ε+%β+<3×10–7,  theory (1973Ta30).  

    2 1 3 . 9 7  1 8     ( 7 / 2 , 9 / 2 ) +         A Jπ :  592γ  M1(+E2) from (7/2)+;  uncertain 214.1γ  to 9/2+.  Possible 

configuration=νg9/2
3.  

    2 9 0 . 8  3       ( 7 / 2 , 9 / 2 , 1 1 / 2 ) –    A Jπ :  291γ  E1 to 9/2+.  Possible configuration=νg9/2
2⊗ν j15/2.  

    3 1 5 . 8 2 #  4     ( 1 1 / 2 ) +            AB Jπ :   (7/2,11/2)+ from αγ (θ )  (1989Ha26);  11/2+ consistent with (E2) 

629.8γ  from 946.3,  (15/2+) level .  Based on a comparison of  decay 

schemes of  α  decays of  221Th to 217Ra and 219Ra to 215Rn, 1994Sh02 

assigned 11/2+ to this level .  

    5 7 0 . 1 4 §  1 7    ( 1 3 / 2 + )             B

    8 0 5 . 7  3       ( 7 / 2 ) +             A Jπ :  805γ  M1+E2 to 9/2+;  low α  hindrance factor (HF=3.3) from 219Ra 

(Jπ=(7/2)+).  Probable configuration=νg9/2
2⊗ν i11/2,  same as that of  

315.8 level  (see discussion in 1994Sh02).  

    9 4 6 . 3 3 #  1 9    ( 1 5 / 2 + )             B

   1 0 1 6 . 4 9 §  2 3    ( 1 7 / 2 + )             B

   1 3 3 4 . 2 8 #  2 3    ( 1 9 / 2 + )             B

   1 4 0 3 . 8 §  3      ( 2 1 / 2 + )             B

   1 6 0 7 . 8 #  3      ( 2 3 / 2 + )             B

   1 7 3 1 . 1 §  3      ( 2 5 / 2 + )             B

   1 8 0 4 . 8 #  3      ( 2 7 / 2 + )             B

   1 8 0 4 . 8 + x                          B      5 7  n s  + 2 1 – 1 2 %IT=100. 

T1/2:   from γ (t)  in 9Be(238U,X),  E=1 GeV/nucleon reaction 

(2013Bo18,2012BoZU).  

E(level) :   may correspond to 1804.8,  27/2+ level ,  but from available 

data in 2013Bo18 and 2012BoZU, location of  the isomer remains 

uncertain.  Three γ  rays of  287,  392 and 656 keV of  similar 

intensities are reported in 2012BoZU, which may be related to the 

decay of  this isomer.  

   2 2 8 7 . 1 #  4      ( 2 9 / 2 + )             B

       y                             B

    3 8 3 . 5 + y  2 0                       B

    5 4 2 . 2 + y  3                        B

 † From least squares f it  to Adopted gamma–ray energies.   

 ‡ For high–spin (J>11/2)  levels,  assignments are based on γ (θ )  data,  multipolarity assignments,  band structures,  and systematics  

 of  similar bands in 213Rn, 217Rn and 219Th. These assignments are the same as the ones in 2012De11, except that parentheses have 

 been added by the evaluators since strong arguments seem lacking.  

 § (A):  νg9/2
3 band.  

 # (B):  νg9/2
2⊗ν i11/2 band.  
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   Adopted Levels, Gammas (continued)   

   γ (215Rn)   

E(level) Eγ† Iγ† Mult.† δ† α Comments

    2 1 3 . 9 7     2 1 4 . 1 §  2    1 0 0       (M1 +E2 )           1 . 0  6

    2 9 0 . 8      2 9 0 . 8  3     1 0 0       E1                0 . 0 3 5 7

    3 1 5 . 8 2     3 1 5 . 8 2  4    1 0 0       M1 ( +E2 )    < 0 . 2    0 . 5 0 3 Eγ :  from 219Ra α  decay.  

    5 7 0 . 1 4     5 7 0 . 2  2     1 0 0       ( E2 )              0 . 0 2 5 9

    8 0 5 . 7      4 8 9 §  1      ≤ 4 2

              5 9 2 . 0  3     1 0 0  1 7    M1 ( +E2 )    < 0 . 7    0 . 0 7 2 1

              8 0 5 . 2  4      5 8  1 7    M1 +E2             0 . 0 2 8 ‡  1 6

    9 4 6 . 3 3     3 7 6 . 4  2      < 7 . 7

              6 2 9 . 8  2     1 0 0  1 2    ( E2 )              0 . 0 2 0 8

   1 0 1 6 . 4 9     4 4 6 . 2  2     1 0 0       ( E2 )              0 . 0 4 6 4

   1 3 3 4 . 2 8     3 1 7 . 7  2      4 0  8     (M1 +E2 )           0 . 3 1 ‡  2 0

              3 8 8 . 1  2     1 0 0  3 0    [ E2 ]              0 . 0 6 6 5

   1 4 0 3 . 8      3 8 7 . 2  2     1 0 0       ( E2 )              0 . 0 6 7 0

   1 6 0 7 . 8      2 0 3 . 9  2     1 0 0  2 2    (M1 )              1 . 7 4 3

              2 7 3 . 6  2      8 9  1 9    ( E2 )              0 . 1 8 3

   1 7 3 1 . 1      1 2 3 . 2  2      5 0  1 0    (M1 )              7 . 2 5 Mult. :  from γ–ray intensity balance (2012De11).  

              3 2 7 . 4  2     1 0 0  2 0    [ E2 ]              0 . 1 0 6 7

   1 8 0 4 . 8      1 9 7 . 0  2     1 0 0       ( E2 )              0 . 5 5 2

   2 2 8 7 . 1      4 8 2 . 3  2     1 0 0       [M1 +E2 ]           0 . 1 0 ‡  7

    3 8 3 . 5 + y    3 8 3 . 5  2     1 0 0

    5 4 2 . 2 + y    1 5 8 . 7  2     1 0 0

 † From either 219Ra α  decay or 207Pb(18O,2α2nγ ) .  Only the 315.8 level  is  populated in both datasets.   

 ‡ Value overlaps M1 and E2.  

 § Placement of  transition in the level  scheme is uncertain.   

9/2+ 0.0

(13/2+) 570.14

(17/2+) 1016.49

(21/2+) 1403.8

(B)(23/2+)

(25/2+) 1731.1

(A) ννννg9/2
3 band

(A)9/2+

(11/2)+ 315.82

(A)(13/2+)

(15/2+) 946.33

(A)(17/2+)

(19/2+) 1334.28

(A)(21/2+)

(23/2+) 1607.8

(27/2+) 1804.8

(29/2+) 2287.1

(B) ννννg9/2
2⊗ ννννi11/2 band
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    219Ra αααα  Decay (10 ms)   1987El02,1970Va13,1994Sh02   

 Parent 219Ra: E=0.0;  Jπ=(7/2)+;  T1/2=10 ms 3 ;  Q(g.s. )=8138 3 ;  %α  decay=100. 

 219Ra–J,T1/2:  From 219Ra Adopted Levels in ENSDF database.  

 219Ra–Q(α ) :  From 2012Wa38. 

 1994Sh02: 219Ra activity was produced as the daughter nuclide of  223Th through the 208Pb(18O,3n)223Th reaction.  

 Measured Eα ,  Iα ,  αγ  coin from a source in equilibrium with 223Th. Detectors:   Semiconductor,  Ge(Li)  detector.  

 1987El02:  219Ra activity was produced as descendant of  223Th. Measured Eα ,  Eγ ,  Iγ ,  Ice,  αγ  coin,  α–ce coin.  

 Detectors:  semi,  Ge(Li) ,  Si(Li) .  Assignment of  α–particle groups to 219Ra has been based on the agreement with Eα  

 from 1970Va13, and on the observation of  Rn K x ray in coincidence with α  particles.  

 Because of  the decay scheme normalization,  evaluators interpreted absolute γ–ray transition intensities reported by 

 authors as absolute I(γ+ce) (photons plus conversion electrons) intensities.  

 1970Va13: 219Ra activity was produced by 208Pb(16O,αn),  and identif ied by excitation functions,  cross bombardment,  

 and genetic relationship to its α–decay daughter nucleus 215Rn. Measured Eα ,  Iα .   Semiconductor detector.  

Continued on next page (footnotes at end of  table)  
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    219Ra αααα  Decay (10 ms)   1987El02,1970Va13,1994Sh02 (continued)   

 1969Ha32: 219Ra activity was produced as descendant of  227U, 223Th, and identif ied by its genetic relationship to 

 its  α–decay daughter nucleus 215Rn. Measured Eα ,  Iα .  Semiconductor detector.  

   215Rn Levels   

 1994Sh02 interpreted the level  structure in 215Rn in terms of  both the reflection asymmetric model and the shell  

 model.  

E(level)@ Jπ# T1/2
#

     0 . 0 §        9 / 2 +               2 . 3 0  μ s  1 0

   2 1 3 . 9 6 §  1 8    ( 7 / 2 , 9 / 2 ) +

   2 9 0 . 8 ‡  3      ( 7 / 2 , 9 / 2 , 1 1 / 2 ) –

   3 1 5 . 8 2 †  4     ( 1 1 / 2 ) +

   8 0 5 . 7 †  4      ( 7 / 2 ) +

 † Member of  configuration=νg9/2
2⊗ν i11/2.   

 ‡ Configuration=νg9/2
2⊗ν j15/2.   

 § Member of  configuration=νg9/2
3.   

 # From Adopted Levels.   

 @ From least squares f it  to γ–ray energies of  1987El02.   

   α  radiations   

Eα E(level) Iα§ HF‡ Comments

   7 1 9 8  6     8 0 5 . 7        2 . 4 †  3        3 . 3  1 1 Eα :  weighted average of  7220 20  ( in coin with 592γ ) ,  7250 40  ( in coin with 

805γ ) (1987El02),  and 7196 5  (1994Sh02).  

   7 6 7 8  3     3 1 5 . 8 2      6 6 . 2  1 5        4 . 7  1 5 Eα :  weighted average of  7675 5  (1987El02),  7675 10  (1970Va13),  7700 (20) 

1969Ha32, 7679 3  (1994Sh02).  

Iα :  Iα=65.7 15  deduced by evaluators from γ–ray transition intensity balance.  

Other values:  Iα=65 5  (1970Va13),  Iα=70 10  (1969Ha32),  Iα=62 (1994Sh02).  

   7 7 0 6  1 0    2 9 0 . 8        0 . 9 †  2      4 1 0  1 6 0 Eα :  weighted average of  7720 20  (measured in coin with 291γ ,  1987El02),  and 

7703 10  (1994Sh02).  

   7 7 8 0  1 0    2 1 3 . 9 6      ≈ 0 . 5       ≈ 1 2 7 4 Eα , Iα :  inferred from αγ  coin (1994Sh02).  

   7 9 8 8  3       0 . 0       3 0 . 5  1 5       9 0  2 8 Iα :  deduced by evaluators using ΣIα=100%. Other values:  Iα=30 10  (1969Ha32),  

Iα=35 2  (1970Va13),  Iα=34 (1994Sh02).  Other:  1952Me13. Iα=30.7 16  deduced by 

evaluators from γ–ray transition intensity balance.  

Eα :  weighted average of  7980 10  (1970Va13),  7990 20  (1969Ha32),  and 7989 3  

(1994Sh02).  

 † Deduced by evaluators from γ–ray transition intensity balance.   

 ‡ Using r0(215Rn)=1.5595 60 ,  interpolated value deduced from r0(214Rn)=1.563 4 ,  and r0(216Rn)=1.556 8  (1998Ak04).   

 § Absolute intensity per 100 decays.   

   γ (215Rn)   

 See 1989Ha26 for αγ (θ ) .  

Eγ† E(level) Mult. δ α I(γ+ce)†‡§ Comments

   2 1 4 . 1 #  2    2 1 3 . 9 6      (M1 +E2 )           1 . 0  6        1 . 5  3 Mult. :  K x ray/γ≈1 (α (K)exp≈0.1)  (1994Sh02),  α (L)exp=0.14 3  

(1987El02).  Assignment to 219Ra α  decay is  not definite.  

α :   overlaps M1 and E2. 

   2 9 0 . 8  3     2 9 0 . 8       E1                0 . 0 3 5 7       0 . 9 1  1 8 Eγ :  other value:  290.6 (1994Sh02).  

Mult. :  from α (K)exp<0.05 (1987El02).  

   3 1 5 . 8 2  4    3 1 5 . 8 2      M1 ( +E2 )    < 0 . 2    0 . 5 0 3       6 6 . 2  1 5 I(γ+ce):  from a precise measurement of  7675α  abundance 

(1987El02).  

Mult. :  from α (K)exp=0.55 8 ,  α (L)exp=0.10 2 ,  and 

α (M)exp=0.020 3  (1987El02).  

δ :   from ce data.  

   4 8 9 #  1      8 0 5 . 7                                   ≤ 0 . 5

   5 9 2 . 0  3     8 0 5 . 7       M1 ( +E2 )    < 0 . 7    0 . 0 7 2 1       1 . 2  2 Mult. :  from α (K)exp=0.07 2  and α (L)exp=0.03 1  (1987El02).  

δ :   from ce data.  

   8 0 5 . 2  4     8 0 5 . 7       M1 +E2             0 . 0 2 8  1 6     0 . 7  2 Mult. :  from α (K)exp=0.03 2  (1987El02).  

α :   overlaps M1 and E2. 

 † From 1987El02,  unless otherwise specif ied.   

 ‡ Absolute transition intensity measured relative to %I(γ+ce)=66.2 15  for 316γ .  This value resulted from a precise measurement of   

 the α–particle abundance that populates the 316 level  (1987El02).  

 § Absolute intensity per 100 decays.   

 # Placement of  transition in the level  scheme is uncertain.   
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    219Ra αααα  Decay (10 ms)   1987El02,1970Va13,1994Sh02 (continued)   

(7/2)+ 0.0 10 ms

%α=10021
8

9
8Ra131

Qα=81383

9/2+ 0.0 2.30 μs 9030.57988

(7/2,9/2)+ 213.96 ≈1274≈0.57780

(7/2,9/2,11/2)– 290.8 4100.97706

(11/2)+ 315.82 4.766.27678

(7/2)+ 805.7 3.32.47198

HFIαEα                 

  Decay Scheme  

Intensities:  I(γ+ce) per 100 parent decays
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    207Pb(18O,2 αααα2n γγγγ)   2012De11   

 Includes population of  a high–spin isomer through fragmentation of  238U beam at 1 GeV/nucleon (2012BoZU,2013Bo18).  

 2012De11: E(18O)=93 MeV from INFN, Legnaro facil ity.  Measured Eγ ,  Iγ ,  γγ–, αγ–, (x ray)γ–coin,  γ (θ )  using GASP–ISIS 

 spectrometer.  Target=2 mg/cm2 thick backed by a 25 μg/cm2 carbon foil .  Gamma rays were detected by GASP array of  

 40 Compton–suppressed Ge detectors and multiplicity f i lter of  80 BGO detectors.  The alpha particles from reaction 

 channel were detected by ISIS telescopic array of  40 ΔE–E Si detectors.  A total  of  350,000 γγα  coincidence events 

 were recorded,  about 33% of  which belonged to 2α2n channel leading to levels in 215Rn, others to 2α1n channel 

 leading to levels in 216Rn. Deduced high–spin levels,  J,  π  in 215Rn. 

 2013Bo18, 2012BoZU: 9Be(238U,X),  E=1 GeV/nucleon;  measured Eγ ,  Iγ ,  half–li fe of  a high–spin isomer by γ (t)  method. 

   215Rn Levels   

E(level)† Jπ‡ T1/2 Comments

      0 . 0 §       9 / 2 +

    3 1 6 . 5 #  2     1 1 / 2 +

    5 7 0 . 1 §  2     1 3 / 2 +

    9 4 6 . 3 #  2     1 5 / 2 +

   1 0 1 6 . 5 §  2     1 7 / 2 +

   1 3 3 4 . 3 #  2     1 9 / 2 +

   1 4 0 3 . 8 §  3     2 1 / 2 +

   1 6 0 7 . 8 #  3     2 3 / 2 +

   1 7 3 1 . 1 §  3     ( 2 5 / 2 ) +

   1 8 0 4 . 8 #  4     2 7 / 2 +

   1 8 0 4 . 8 + x                5 7  n s  + 2 1 – 1 2 %IT=100. 

T1/2:   from γ (t)  in 9Be(238U,X),  E=1 GeV/nucleon reaction (2013Bo18,2012BoZU).  

E(level) :   may correspond to 1804.8,  27/2+ level ,  but from available data in 2013Bo18 

and 2012BoZU location of  the isomer remains uncertain.  Three γ  rays of  287,  392 and 

656 keV of  similar intensities are reported in 2012BoZU, which may be related to the 

decay of  this isomer.  

   2 2 8 7 . 1 #  4     ( 2 9 / 2 + )

       y

    3 8 3 . 5 + y  2

    5 4 2 . 2 + y  3

 † From least–squares f it  to Eγ  data.   

 ‡ As assigned by 2012De11 based on multipolarity assignments,  band structures,  and systematics of  similar bands in 213Rn, 217Rn  

 and 219Th. In Adopted Levels,  most of  these assignments are given in parentheses since strong arguments are lacking.  

 § (A):  Band built  on νg9/2
3.   

 # (B):  Band built  on νg9/2
2⊗ν i11/2.   
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   207Pb(18O,2 αααα2n γγγγ)    2012De11 (continued)   

   γ (215Rn)   

 R(θ )=angular anisotropy ratio for a set of  detectors at 31.7° ,  36.0° ,  144.0°  and 148.3°  and the other set at 90°  

 relative to the incident beam direction.  Expected ratio is  1 for ΔJ=2, quadrupole (or stretched quadrupole)  and 

 0.57 for ΔJ=1, dipole (or stretched dipole) .  No gating transitions were used for these measurements.  

Eγ E(level) Iγ Mult.† α Comments

    1 2 3 . 2  2     1 7 3 1 . 1        5  1      (M1 )       7 . 2 4 Mult. :  from γ–ray total  intensity balance (2012De11).  

    1 5 8 . 7  2      5 4 2 . 2 + y     2 2  6 R(θ )=1.1 5 .  

    1 9 7 . 0  2     1 8 0 4 . 8        9  2      ( E2 )       0 . 5 5 2 R(θ )=0.90 26 .  

    2 0 3 . 9  2     1 6 0 7 . 8       2 7  6      (M1 )       1 . 7 4 3 R(θ )=0.5 2 .  

   x 2 1 5 . 6 ‡  2                 4 . 3  9

   x 2 3 0 . 9 ‡  2                 4 . 1  9

    2 7 3 . 6  2     1 6 0 7 . 8       2 4  5      ( E2 )       0 . 1 8 3 R(θ )=0.92 25 .  

   x 2 8 7 #

    3 1 6 . 4  2      3 1 6 . 5       2 5  3      M1         0 . 5 1 6 R(θ )=0.7 2 .  

    3 1 7 . 7 §  2    1 3 3 4 . 3       1 0 §  2     (M1 +E2 )    0 . 3 1  2 0 Mult. :   I (γ+ce)=15 5  and Iγ=10 2  l isted in 2012De11 suggest M1. 

α :   value overlaps M1 or E2. 

    3 2 7 . 4  2     1 7 3 1 . 1       1 0  2      [ E2 ]       0 . 1 0 6 7

    3 7 6 . 4  2      9 4 6 . 3       < 2

    3 8 3 . 5  2      3 8 3 . 5 + y     4 2  8 Eγ :  from table I  of  2012De11. Eγ=383.3 in authors '  level–scheme 

figure 2.  

Mult. :   (E2) deduced by evaluators from I(γ+ce)=45 9  and Iγ=42 8  

l isted in 2012De11, but asymmetry ratio suggests dipole.  

R(θ )=0.6 2 .  

    3 8 7 . 2  2     1 4 0 3 . 8       7 8  1 4     ( E2 )       0 . 0 6 7 0 R(θ )=0.9 2 .  

    3 8 8 . 1 §  2    1 3 3 4 . 3       2 5 §  7     [ E2 ]       0 . 0 6 6 5 Mult. :  (E2) in 2012De11. 

   x 3 9 2 #

    4 4 6 . 2  2     1 0 1 6 . 5       8 6  6      ( E2 )       0 . 0 4 6 4 R(θ )=0.85 15 .  

    4 8 2 . 3  2     2 2 8 7 . 1       1 3  1      [M1 +E2 ]    0 . 1 0  7 α :   value overlaps M1 or E2. 

    5 7 0 . 2  2      5 7 0 . 1      1 0 0  5      ( E2 )       0 . 0 2 5 9 R(θ )=1.00 15 .  

   x 5 7 2 . 5 ‡  2                 5  2

    6 2 9 . 8  2      9 4 6 . 3       2 6  3      ( E2 )       0 . 0 2 0 8 R(θ )=0.9 3 .  

   x 6 5 6 #

 † Dipole or quadrupole from angular anisotropy ratios;  electric  or magnetic character from total  intensity balance.   

 ‡ This γ  ray belongs to 215Rn but is  not included in the present level  scheme.  

 § Contaminated l ine.  Intensity deduced from coincidence spectra.   

 # The γ  ray reported by 2012BoZU in 9Be(238U,X),  E=1 GeV/nucleon reaction,  and in coincidence with known transitions in 215Rn  

 from the work of  2012De11, but not placed in level  scheme. 2012BoZU state that intensities of  287,  392 and 656 γ  rays are 

 similar.  

 x γ  ray not placed in level  scheme.  
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    Adopted Levels, Gammas   

Q(β–)=–2216 10 ;  S(n)=6795 11 ;  S(p)=2651 11 ;  Q(α )=9540 7   2012Wa38. 

 S(2n)=12272 9 ,  S(2p)=7680 8  (2012Wa38).  

  

 215Ac evaluated by A.K. Jain, S.  Singh, B. Singh, N. Kaur,  S. Lakshami, B. Maheshwari .  

  

 215Fr identif ied (1961Gr43) in excitation function measurements in 208Pb(11B,4n)215Fr reaction.  1970Bo13 identif ied 

 215Fr as descendent of  223Pa, and estimated its half–li fe.  

 All  γ–ray and excited–state data are from the 208Pb(11B,4nγ )  dataset.  

   215Fr Levels   

 The low–lying states of  215Fr result  from the coupling of  an h9/2 proton to the 0+,  2+,  4+,  6+,  and 8+ states of  the 

 even–even core (214Rn).  The energies of  these even–spin states are similar to those of  the 9/2,  and (11/2,13/2) ,  

 (15/2,17/2) ,  (21/2,19/2)  doublets in 215Fr.  The long–range α  particle groups emitted from these states in 215Fr 

 are analogous to those emitted from the g.s. ,  4+,  6+,  and 8+ states in 216Ra. 

 First level  scheme of  215Fr with four excited states was reported by 1982GoZU (also 1983GoZX).  1984De16 extended the 

 level  scheme up to 3068 level  with 20 gamma rays.  A contemporary study by 1984Sc25 produced a level  scheme up to 

 3462 level  with 26 gamma rays;  the level  scheme up to 3068–keV level  almost the same as in 1984De16. 1985Dr04 

 measured polarization asymmetries for several of  the gamma rays,  establishing definite multipolarities.  They 

 reported 21 gamma rays and essentially confirmed the earlier level  schemes of  1984De16 and 1984Sc25. In the 

 opinion of  the evaluators,  further work is needed to define the ordering of  the cascades above 2251 level .  

Cross Reference (XREF) Flags 

A  219Ac α  Decay (11.8 μs)   

B  208Pb(11B,4nγ )   

E(level)† Jπ§ XREF T1/2 Comments

      0 . 0        9 / 2 –       AB      8 6  n s  5 %α=100. 

 RMS charge radius <r2>1/2=5.620 fm 20 ;  deduced from interpolation of  evaluated 

rms charge radii  of  212Fr to 228Fr (2013An02),  with slope kz=0.36 in formula 9 

of  2004An14. Value has been adjusted upward by 0.004 fm to account for sl ight 

difference in the systematics trend of  deduced rms radii  for A=215, and 

evaluated values in 2013An02 for A=210 isotopes.  

Jπ :  favored α  decay (HF≈1) to 211At (Jπ=9/2–).  

T1/2:   from slope of  α–decay time spectrum fitted to two components:  86 ns and 30 

ns (1984De16).  Others:  104 ns 16  (1984Sc25, slope of  t ime spectrum);  0.12 μs 2  

(1974No02, measured for ≈90 ns only) ,  <0.5 μs (1970Bo13).  Weighted average of  

all  results is  89 ns 6 .  

Configuration=π1h9/2⊗0+. 

No ε  decay.  Evaluators calculated %ε+%β+=1.0×10–8 for logft=5.0.  %ε+%β+<1.0×10–8,  

theory (1973Ta30).  

    6 7 0 . 3 4  1 3    ( 1 3 / 2 ) –     B Jπ :   670γ  E2 to 9/2–.  Configuration=π1h9/2⊗2+. 

    6 9 9 . 9 7  1 3    ( 1 1 / 2 ) –     B Jπ :   700γ  M1+E2 to 9/2–.  Configuration=π1h9/2⊗2+. 

    8 3 5 . 4 3  1 4    ( 1 3 / 2 ) +     B %α=4.3 15 .  

Jπ :   135γ  E1 to (11/2)–.  

%α :   deduced by evaluators from Iα (10160)/Iα (total)= 3.8% 15  (1984Sc25),  and 

renormalizing g.s.  α  branch from 87.7% to 100%. 

   1 1 2 1 . 5 1  1 7    ( 1 7 / 2 ) –     B %α=0.9 1 .  

Jπ :   451γ  E2 to (13/2)–.  Configuration=π1h9/2⊗4+. 

%α :   for 1121 and/or 1149 levels;  deduced by evaluators from 

Iα (10460)/Iα (total)=0.8% 1  (1984Sc25),  and renormalizing g.s.  α  branch from 

87.7% to 100%. 

   1 1 4 9 . 0 4  1 4    ( 1 5 / 2 ) –     B %α=0.9 1 .  

Jπ :   479γ  M1+E2 to (13/2)–.  Configuration=π1h9/2⊗4+. 

%α :   for 1121 and/or 1149 levels;  deduced by evaluators from 

Iα (10460)/Iα (total)=0.8% 1  (1984Sc25),  and renormalizing g.s.  α  branch from 

87.7% to 100%. 

   1 4 4 0 . 0 2  1 8    ( 1 9 / 2 ) –     B       4  n s  2 μ=3.1 9  (1984De16).  

%α=4.7 4 .  

Jπ :   318γ  M1+E2 to (17/2)–.  Configuration=π1h9/2⊗6+. 

μ :   from g factor=0.33 10 ,  DPAD of γ  rays (1984De16),  value is  for 1440 and/or 

1573 level .  

%α :   deduced by evaluators from Iα (10740)/Iα (total)=4.1% 3  (1984Sc25),  and 

renormalizing g.s.  α  branch from 87.7% to 100%. 

T1/2:   γγ (t)  (1984De16),  value is  for 1440 and/or 1573 level  10789 (1984De16).  

   1 4 5 7 . 3 6  2 1    ( 2 1 / 2 ) –     B Jπ :   336γ  E2 to (17/2)–.  Configuration=π1h9/2⊗6+. 

Continued on next page (footnotes at end of  table)  
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   Adopted Levels, Gammas (continued)   

   215Fr Levels (continued)   

E(level)† Jπ§ XREF T1/2 Comments

   1 5 7 3 . 1 0  2 1    ( 2 3 / 2 ) –     B       3 . 5  n s  1 4 %α=4.1 4 .  

μ=3.8 12  (1984Sc25).  

Jπ :   115.8γ  M1 to (21/2)–.  Configuration=π1h9/2
5⊗ν2g9/2

1⊗ν1i11/2
1.  Theoretical  

g–factor=0.12 (1984Sc25) for the assigned shell–model configuration.  

μ :   from g factor=0.33 10 ,  DPAD of γ  rays (1984De16),  value is  for 1440 and/or 

1573 level .  

%α :   deduced by evaluators from Iα (10890)/Iα (total)=3.6% 3  (1984Sc25),  and 

renormalizing g.s.  α  branch from 87.7% to 100%. 

T1/2:  γγ (t)  centroid shift  method (1984Sc25).  Other value:  4 ns 2 ,  γγ (t)  centroid 

shift  method (1984De16) for 1440 and/or 1573 level .  

   1 6 8 0 . 6 ? ‡  3    ( 2 5 / 2 – )     B Jπ :   107.4γ  M1(+E2) to (23/2)–.  Configuration=π1h9/2
5⊗ν2g9/2

1⊗ν (1i11/2
1) .  

   1 8 1 3 . 6 2  2 5    ( 2 7 / 2 ) –     B       2 . 1  n s  1 4 Jπ :   133γ  M1+E2 to (25/2)–;  240.5γ  E2 to (23/2)–.  Configuration=π (1h9/2
4,2f7/2

1)⊗  

ν (2g9/2
1,1i11/2

1) .  Theoretical  g–factor=0.35 (1984Sc25) for assigned 

configuration.  

T1/2:  γγ (t) ,  αγ (t)  centroid shift  method (1984Sc25).  

   2 0 1 5 . 9  3      ( 2 9 / 2 ) +     B       4 . 7  n s  1 4 μ=6.8 29  (1984De16,1989Ra17,2011StZZ).  

Jπ :  202γ  E1 to (27/2)–.  Theoretical  g–factor=0.43 (1984Sc25) for 

configuration=π (1h9/2
4,1i13/2

1)⊗ν (2g9/2
1)  agrees with experimental value.  

μ :   from g factor=0.47 20 ,  DPAD of γ  rays (1984De16).  

T1/2:  γγ (t)  and/or αγ (t)  with centroid–shift  method. Weighted average of  5.5 

ns 14  (1984Sc25),  and 3 ns 2  (1984De16).  Other:  9.8 ns 14  (1982GoZU) 

tentatively assigned to a 1612 level  decaying by 202γ ,  but this γ  now 

deexcites a level  at 2016 keV; also this half–li fe may have contribution from 

higher–lying isomers at 3068 and 3462 keV with half–lives of  14.6 ns and 22.9 

ns,  respectively.  

   2 2 5 1 . 3  4      ( 3 3 / 2 ) +     B       5 . 3  n s  1 4 μ=7.8 17  (1984De16,1989Ra17,2011StZZ).  

Jπ :   235.4γ  E2 to (29/2)+.  Theoretical  g–factor=0.49 (1984Sc25) for 

configuration=π (1h9/2
4,1i13/2

1)⊗  ν (2g9/2
1,1i11/2

1)  agrees with experimental 

value.  

μ :   from g factor=0.47 10 ,  DPAD of γ  rays (1984De16).  

T1/2:  γγ (t)  and/or αγ (t)  with centroid–shift  method. Weighted average of  5.5 

ns 14  (1984Sc25),  and 5 ns 2  (1984De16).  

   2 8 0 6 . 8 ? ‡  4    ( 3 5 / 2 ) –     B Jπ :   555.5γ  E1 to (33/2)+.  Configuration=π (1h9/2
5)⊗ν (2g9/2

1,1i11/2
1) .  

   2 9 0 0 . 4 ? ‡  4    ( 3 5 / 2 – )     B Jπ :   predicted by shell  model (1984Sc25) with configuration= 

π (1h9/2
4,2f7/2

1)⊗ν (2g9/2
1,1i11/2

1) .  Jπ=33/2(+) proposed in 1985Dr04. 

   3 0 1 4 . 0 ? ‡  5    ( 3 7 / 2 – )     B Jπ :   113.7γ  to (35/2–).  Shell–model configuration=π (1h9/2
5)⊗ν (2g9/2

1,1i11/2
1) .  

   3 0 6 8 . 9  4      ( 3 9 / 2 ) –     B      1 4 . 6  n s  1 4 μ=9.2 4  (1984De16,1989Ra17,2011StZZ).  

Jπ :   818γ  E3 to (33/2)+.  Theoretical  g–factor=0.41 (1984Sc25) for 

configuration=π (1h9/2
4,1i13/2

1)⊗  ν (1i11/2
1,1j15/2

1)  agrees with experimental 

value.  

μ :  from g factor=0.47 2 ,  DPAD of γ  rays (1984De16, corrected for diamagnetism and 

Knight shift) .  Other:  g=0.48 2 ,  DPAD of α  particles (1984De16).  

T1/2:  γγ (t)  (262γ–555γ  t ime curves f itted to a two–level  decay formula) 

(1984Sc25).  Other:  33 ns 5  or 30 ns 5  (1984De16),  which may correspond to the 

half–li fe of  the isomer at 3462 keV. 

   3 2 0 7 . 5  5      ( 4 1 / 2 – )     B Jπ :   193.6γ  (E2) to (37/2–).  Shell–model 

configuration=π (1h9/2
5)⊗ν (2g9/2

1,1i11/2
1) .  

   3 4 0 9 . 1  4      ( 4 1 / 2 )      B Jπ :   ΔJ=1, dipole 340γ  to (39/2)–.  

   3 4 1 7 . 1 ? ‡  5    ( 4 5 / 2 – )     B Jπ :   210γ  (E2) to (41/2–).  

   3 4 6 2 . 3  6      ( 4 7 / 2 + )     B      2 2 . 9  n s  2 1 Jπ :   45γ  (E1) to (45/2–).  Configuration= π (1h9/2
4,1i13/2

1)⊗ν (2g9/2
1,1i11/2

1) .  

 Theoretical  g–factor=0.61 (1984Sc25).  

T1/2:  γγ (t)  (262γ–555γ  t ime curves f itted to a two–level  decay formula),  and from 

210γ  t ime spectrum (1984Sc25).  Other:  33 ns 5 ,  γγ (t)  for all  γ  rays;  30 ns 5 ,  

t ime spectrum of g.s .  α  transition f itted to a two–component decay (1984De16);  

where this half–li fe is  assigned to 3068 level .  

 † From a least–squares f it  of  γ–ray energies.   

 ‡ The orderings of  133–107 cascade from 1813 level ;  262–55 cascade from 3069–keV level ;  194–114–649 cascade from 3207 level ;  and  

 45–210 cascade from 3462 level  are not established.  The level  energies for the intermediate levels can be different for 

 alternate orderings.  

 § As proposed in 1985Dr04, 1984Sc25 and 1984De16 based on γ (θ ) ,  γ ( l in pol) ,  ce,  and transition probabil it ies.  Multiple  

 quasi–particle shell  model configurations presented here are from 1984Sc25. 
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   Adopted Levels, Gammas (continued)   

   γ (215Fr)   

 All  data are from 208Pb(11B,4nγ ) .  

E(level) Eγ Iγ Mult. δ α Comments

    6 7 0 . 3 4     6 7 0 . 3 5  1 5      1 0 0         E2                           0 . 0 1 9 1

    6 9 9 . 9 7     6 9 9 . 9 5  1 5      1 0 0         M1 +E2       – 3 . 8  5            0 . 0 2 0 6  1 0

    8 3 5 . 4 3     1 3 5 . 4 1  1 5      1 0 0  4       ( E1 )                         0 . 2 2 7

              1 6 4 . 9 6  1 5       5 6 . 8  2 5    ( E1 )                         0 . 1 4 0 2

   1 1 2 1 . 5 1     4 5 1 . 2 3  1 5      1 0 0         E2                           0 . 0 4 7 3

   1 1 4 9 . 0 4     ( 2 7 . 5  2 )                  (M1 )                       1 2 4  4 Eγ :  from level–energy difference.  

              3 1 3 . 4 1  1 5       1 6 . 7  7     E1                           0 . 0 3 1 Iγ :   from 1984Sc25. Others:  24 4  

(1984De16),  45.4 17  (1985Dr04);  the 

latter in severe disagreement.  

              4 4 9 . 1 1  1 5      1 0 0 . 0  2 4    E2                           0 . 0 4 7 9

              4 7 8 . 8 0  1 5       7 6  5       M1 +E2       – 3 . 8  + 5 – 4         0 . 0 5 0  3 Iγ :   other:  100 12  (1984De16) is  in 

disagreement.  

   1 4 4 0 . 0 2     2 9 0 . 9 3  1 5      1 0 0  3       E2                           0 . 1 5 9 0 B(E2)(W.u.)=0.6 4 .  

              3 1 8 . 5 2  1 5       2 2  3       M1 +E2      + 1 0  + 6 – 2           0 . 1 2 5  4 Iγ :   unweighted average of  values in 

1984Sc25 and 1985Dr04. 

B(M1)(W.u.)=3.×10–7 +4–3 ;  

B(E2)(W.u.)=0.09 5 .  

   1 4 5 7 . 3 6     3 3 5 . 8 8  1 5      1 0 0         E2                           0 . 1 0 3 9

   1 5 7 3 . 1 0     1 1 5 . 8  2          5 . 3  6     [M1 ]                         9 . 4 3 B(M1)(W.u.)=5.1×10–5 22 .  

              1 3 3 . 0 5 ‡  1 5     1 0 0 ‡  9      E2                           2 . 6 7 B(E2)(W.u.)=12 5 .  

   1 6 8 0 . 6 ?     1 0 7 . 4 †  3       1 0 0         M1 ( +E2 )                     1 1 . 6 6  1 9 α :   for M1. 

   1 8 1 3 . 6 2     1 3 3 . 0 5 † ‡  1 5     4 1 ‡  1 1     M1 +E2       + 0 . 5 0  + 1 3 – 1 8      5 . 6  4 B(M1)(W.u.)=0.0004 3 ;  B(E2)(W.u.)=1.7 15 .  

              2 4 0 . 5 3  1 5      1 0 0  4       E2                           0 . 2 9 2 B(E2)(W.u.)=1.1 8 .  

   2 0 1 5 . 9      2 0 2 . 3 2  1 5      1 0 0         E1                           0 . 0 8 5 8 B(E1)(W.u.)=4.5×10–6 14 .  

   2 2 5 1 . 3      2 3 5 . 3 9  1 5      1 0 0         E2                           0 . 3 1 4 B(E2)(W.u.)=1.5 4 .  

   2 8 0 6 . 8 ?     5 5 5 . 4 8 †  1 5     1 0 0         E1                           0 . 0 0 9 2 2  1 3

   2 9 0 0 . 4 ?     6 4 9 . 0 9 †  1 5     1 0 0         D+Q

   3 0 1 4 . 0 ?     1 1 3 . 7 †  3       1 0 0         [M1 ]                         9 . 9 4  1 6

   3 0 6 8 . 9      2 6 2 . 0 1 †  1 5     1 0 0  3       E2                           0 . 2 2 0 B(E2)(W.u.)=0.26 3 .  

              8 1 7 . 5 3  1 5       3 4 . 4  1 6    ( E3 )                         0 . 0 3 3 1 B(E3)(W.u.)=27 3 .  

   3 2 0 7 . 5      1 3 8 . 5  3         5 2  1 0      [M1 ]                         5 . 6 7

              1 9 3 . 6 †  2       1 0 0  2 0      ( E2 )                         0 . 6 2 2

   3 4 0 9 . 1      3 4 0 . 2 5  1 5      1 0 0         D

   3 4 1 7 . 1 ?     2 0 9 . 6 †  2       1 0 0         E2                           0 . 4 6 8

   3 4 6 2 . 3       4 5 . 2 †  3       1 0 0         ( E1 )                         0 . 8 9 4  2 1 B(E1)(W.u.)=4.7×10–5 5 .  

 † The orderings of  133–107 cascade from 1813 level ;  262–55 cascade from 3069 level ;  194–114–649 cascade from 3207 level ;  and  

 45–210 cascade from 3462 level  are not established.  

 ‡ Multiply placed;  intensity suitably divided.   

    219Ac αααα  Decay (11.8 μμμμs)   1970Bo13,1989Mi17   

 Parent 219Ac:  E=0.0;  Jπ=9/2–;  T1/2=11.8 μs 15 ;  Q(g.s. )=8830 50 ;  %α  decay=100. 

 219Ac–J,T1/2:  From Adopted Levels of  219Ac in ENSDF database.  

 219Ac–Q(α ) :  From 2012Wa38. 

 1970Bo13: 219Ac activity was produced as descendant of  223Pa by fol lowing reactions:  205Tl(22Ne,4n),  208Pb(19F,4n),  

 209Bi(20Ne,α2n),  and 209Bi(22Ne,α4n),  E=90–135 MeV. The activity was identif ied by excitation functions,  cross 

 bombardments,  and by genetic relationships between parent and daughter nuclei .  Measured Eα .  Detector:  semi.  

 1989Mi17: 219Ac activity was produced by 209Bi(16O,α2n) and 205Tl(16O,2n),  E=87.4–101.9 MeV, and identif ied by mass 

 separation and excitation functions.  Measured Eα ,  half–li fe.  Detector:  semi.  

   215Fr Levels   

E(level) Jπ T1/2 Comments

   0 . 0         9 / 2 –    8 6  n s  5 Jπ ,T1/2:   from Adopted Levels.  
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   219Ac αααα  Decay (11.8 μμμμs)    1970Bo13,1989Mi17 (continued)   

   α  radiations   

Eα E(level) Iα‡ HF† Comments

   8 6 6 4  1 0    0 . 0         1 0 0    1 . 2  2 Eα :   from 1970Bo13. Original energy has been decreased by 1 keV because of  a change in the 

calibration energy of  212Po (1991Ry01).  

 † r0(215Fr=1.5645 65 ;  interpolated value deduced from r0(214Rn)=1.563 4  and r0(216Ra)=1.566 9  (1998Ak04).   

 ‡ Absolute intensity per 100 decays.   

    208Pb(11B,4n γγγγ)   1984Sc25,1984De16,1985Dr04   

 Includes 204Hg(15N,4nγ ) ,E≈78 MeV; 207Pb(11B,3n).  

 1984Sc25: target:  >99% enriched 208Pb, E(11B)=66 MeV. Measured Eγ ,  Iγ ,  γγ  coin,  αγ  coin,  γγ (t) ,  αγ (t) ,  γ (θ )  for 

 θ=90° ,  115° ,  127° ,  138° ,  and 149° .  Measured level  half–lives,  α  decay from g.s.  and excited levels.  Deduced γ–ray 

 multipolarities.  Detectors:  Ge(Li) ,  high–purity germanium, Si surface barrier.  

 1984De16: 208Pb(11B,4n),  target:  98% enriched 208Pb, E(11B)=58, 62 MeV. Measured Eγ ,  Iγ ,  γγ  coin,  αγ  coin,  ce–ce 

 coin,  γγ (t) ,  αγ (t) ,  dif ferential  perturbed angular distribution (DPAD) of  α  particles,  α  decay from g.s.  and 

 excited levels,  level  half–lives.  The 207Pb(11B,3n) reaction was used to confirm the assignment of  measured α  

 particles to 215Fr.  

 1984De16: 204Hg(15N,4nγ ) ,  target:  98% enriched 204Hg cooled to –30°  C,  E(15N)≈78 MeV. Measured differential  

 perturbed angular distribution (DPAD) for γ  rays.  Deduced γ–ray multipolarities,  g–factors,  half–lives.  

 1985Dr04: target:  enriched 208Pb, E(11B)=45–66 MeV. Measured Eγ ,  Iγ ,  γγ ,  γ (x ray) coin,  γ (θ ) (θ=0°  to 90°  in 15°  

 increments) ,  γ–ray excitation functions,  and γ ( l in pol) .  Deduced level  scheme, multipolarities,  spins and parities.  

 1982GoZU, 1983GoZX: 213Tl(13C,3nγ ) ,  E=65 MeV; measured Eγ ,  Iγ ,  Eα ,  γ (θ ) ,  αγ  coin,  γγ  coin;  deduced levels,  level  

 half–li fe.  Gamma cascade 201.6–290.2–450.5–670.2 from a 1612.5 level  of  9.8 ns 14  half–li fe discovered in this 

 work.  For the f irst  t ime, excited states in 215Fr were identif ied at 670.2,  (13/2–);  1120.7,  (17/2–);  1410.9,  

 (21/2–);  and isomer at 1612.5 keV. The α  decays were observed from g.s. ,  1410 and 1612 levels.  

   215Fr Levels   

 First level  scheme of  215Fr with four excited states was reported in 1982GoZU (also 1983GoZX).  1984De16 extended the 

 level  scheme up to 3068 level  with 20 gamma rays.  A contemporary study by 1984Sc25 produced a level  scheme up to 

 3462 level  with 26 gamma rays;  the level  scheme up to 3068 level  almost the same as in 1984De16. 1985Dr04 measured 

 polarization asymmetries for several of  the gamma rays,  establishing definite multipolarities.  They reported 21 

 gamma rays and essentially confirmed the earlier level  schemes of  1984De16 and 1984Sc25. In the opinion of  the 

 evaluators,  further work is needed to define the ordering of  the cascades above the 2251 level .  

E(level)† Jπ§ T1/2 Comments

      0 . 0        9 / 2 –       8 6  n s  5 %α=100. 

T1/2:   from Adopted Levels.  

 Measured Eα=9365 (1982GoZU),  9630 (1984Sc25),  9369 (1984De16).  

    6 7 0 . 3 4  1 3    ( 1 3 / 2 ) –

    6 9 9 . 9 7  1 3    ( 1 1 / 2 ) –

    8 3 5 . 4 3  1 4    ( 1 3 / 2 ) + %α=4.3 15 .  

%α :   deduced by evaluators from Iα (10160)/Iα (total)= 3.8% 15  (1984Sc25),  and 

renormalizing g.s.  α  branch from 87.7% to 100%. It  is  assumed by the evaluators that 

1984Sc25 have corrected for 78% detection of  the ground state α  branch in αγ–coin 

spectrum. 

 Measured Eα=10160 30  (1984Sc25).  

   1 1 2 1 . 5 1  1 7    ( 1 7 / 2 ) – %α=0.9 1 .  

%α :   for 1121 and/or 1149 levels;  deduced by evaluators from Iα (10460)/Iα (total)=0.8% 1  

(1984Sc25),  and renormalizing g.s.  α  branch from 87.7% to 100%. It  is  assumed by the 

evaluators that 1984Sc25 have corrected for 78% detection of  the ground state α  branch 

in αγ–coin spectrum. 

 Measured Eα=10460 30  (1984Sc25),  10493 (1984De16) from 1121+1149 levels.  

   1 1 4 9 . 0 4  1 4    ( 1 5 / 2 ) – %α=0.9 1 .  

%α :   for 1121 and/or 1149 levels;  deduced by evaluators from Iα (10460)/Iα (total)=0.8% 1  

(1984Sc25),  and renormalizing g.s.  α  branch from 87.7% to 100%. It  is  assumed by the 

evaluators that 1984Sc25 have corrected for 78% detection of  the ground state α  branch 

in αγ–coin spectrum. 

 Measured Eα=10460 30  (1984Sc25),  10493 (1984De16) from 1121+1149 levels.  

Continued on next page (footnotes at end of  table)  
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   208Pb(11B,4n γγγγ)    1984Sc25,1984De16,1985Dr04 (continued)   

   215Fr Levels (continued)   

E(level)† Jπ§ T1/2 Comments

   1 4 4 0 . 0 2  1 8    ( 1 9 / 2 ) –     4  n s  2 g=0.33 10  (1984De16).  

%α=4.7 4 .  

g :   DPAD of γ  rays (1984De16),  value is  for 1440 and/or 1573 level .  

%α :   deduced by evaluators from Iα (10740)/Iα (total)=4.1% 3  (1984Sc25),  and renormalizing 

g.s.  α  branch from 87.7% to 100%. It  is  assumed by the evaluators that 1984Sc25 have 

corrected for 78% detection of  the ground state α  branch in αγ–coin spectrum. 

T1/2:   γγ (t)  (1984De16),  value is  for 1440 and/or 1573 level .  

 Measured Eα=10760 (1982GoZU),  10740 30  (1984Sc25),  10789 (1984De16).  

   1 4 5 7 . 3 6  2 1    ( 2 1 / 2 ) –

   1 5 7 3 . 1 0  2 1    ( 2 3 / 2 ) –     3 . 5  n s  1 4 %α=4.1 4 .  

g=–0.33 10  (1984Sc25).  

g:   from DPAD, g factor=0.33 10 (1984De16) for 1440 and/or 1573 level .  

%α :   deduced by evaluators from Iα (10890)/Iα (total)=3.6% 3  (1984Sc25),  and renormalizing 

g.s.  α  branch from 87.7% to 100%. It  is  assumed by the evaluators that 1984Sc25 have 

corrected for 78% detection of  the ground state α  branch in αγ–coin spectrum. 

T1/2:  γγ (t)  centroid shift  method (1984Sc25).  Other value:  4 ns 2 ,  γγ (t)  centroid shift  

method (1984De16) for 1440 and/or 1573 level .  

 Measured Eα=10909 (1982GoZU),  10890 30  (1984Sc25),  10919 (1984De16).  

   1 6 8 0 . 6 ? ‡  3    ( 2 5 / 2 ) –

   1 8 1 3 . 6 2  2 5    ( 2 7 / 2 ) –     2 . 1  n s  1 4 T1/2:  γγ (t) ,  αγ (t)  centroid shift  method (1984Sc25).  

   2 0 1 5 . 9  3      ( 2 9 / 2 ) +     4 . 7  n s  1 4 g=0.47 20  (1984De16).  

g:   DPAD of γ  rays (1984De16).  

T1/2:  γγ (t)  and/or αγ (t)  with centroid–shift  method. Weighted average of  5.5 ns 14  

(1984Sc25),  and 3 ns 2  (1984De16).  Other:  9.8 ns 14  (1982GoZU) tentatively assigned to 

a 1612 level  decaying by 202γ ,  but this γ  now deexcites a level  at 2016 keV; also this 

half–li fe may have contribution from higher–lying isomers at 3068 and 3462 keV with 

half–lives of  14.6 ns and 22.9 ns,  respectively.  

   2 2 5 1 . 3  4      ( 3 3 / 2 ) +     5 . 3  n s  1 4 g=0.47 10  (1984De16).  

g:   DPAD of γ  rays (1984De16).  

T1/2:  γγ (t)  and/or αγ (t)  with centroid–shift  method. Weighted average of  5.5 ns 14  

(1984Sc25),  and 5 ns 2  (1984De16).  

   2 8 0 6 . 8 ? ‡  4    ( 3 5 / 2 ) –

   2 9 0 0 . 4 ? ‡  4    ( 3 5 / 2 – ) Jπ :   from 1984Sc25. 33/2(+) proposed in 1985Dr04. 

   3 0 1 4 . 0 ? ‡  5    ( 3 7 / 2 – )

   3 0 6 8 . 9  4      ( 3 9 / 2 ) –    1 4 . 6  n s  1 4 g=0.47 2  (1984De16).  

g:  from DPAD of γ  rays (1984De16, corrected for diamagnetism and Knight shift) .  Other:  

0.48 2 ,  DPAD of α  particles (1984De16).  

T1/2:  γγ (t)  (262γ–555γ  t ime curves f itted to a two–level  decay formula) (1984Sc25).  

Other:  33 ns 5  or 30 ns 5  (1984De16),  which may correspond to the half–li fe of  the 

isomer at 3462 keV. 

   3 2 0 7 . 5  5      ( 4 1 / 2 – )

   3 4 0 9 . 1  4      ( 4 1 / 2 )

   3 4 1 7 . 1 ? ‡  5    ( 4 5 / 2 – )

   3 4 1 9 . 4 ?  5  Tentative level  in 1985Dr04 not included in Adopted Levels.  

   3 4 6 2 . 3  6      ( 4 7 / 2 + )    2 2 . 9  n s  2 1 T1/2:  γγ (t)  (262γ–555γ  t ime curves f itted to a two–level  decay formula),  and from 210γ  

t ime spectrum (1984Sc25).  Other:  33 ns 5 ,  γγ (t)  for all  γ  rays;  30 ns 5 ,  t ime spectrum 

of g.s.  α  transition f itted to a two–component decay (1984De16);  where this half–li fe 

is  assigned to 3068 level .  

 † From a least–squares f it  of  γ–ray energies.   

 ‡ The orderings of  133–107 cascade from 1813 level ;  262–55 cascade from 3069 level ;  194–114–649 cascade from 3207 level ;  and  

 45–210 cascade from 3462 level  are not established.  The level  energies for the intermediate levels can be different for 

 alternate orderings.  

 § As proposed in 1985Dr04, 1984Sc25 and 1984De16 based on γ (θ ) ,  γ ( l in pol) ,  ce,  and transition probabil it ies.   
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   208Pb(11B,4n γγγγ)    1984Sc25,1984De16,1985Dr04 (continued)   

   γ (215Fr)   

Eγ† E(level) Iγ‡ Mult.c δ α Comments

    ( 2 7 . 5 #  2 )      1 1 4 9 . 0 4         #        (M1 )                       1 2 4  4 Eγ :  from level–energy difference.  

Mult. :   not E1 since this l ine is  not 

observed in γ  spectrum. 

     4 5 . 2 # b  3      3 4 6 2 . 3       1 7 #@  2      ( E1 )                         0 . 8 9 4  2 1 Mult. :   from intensity balance at 3417 

level .  

    1 0 7 . 4 b  3       1 6 8 0 . 6 ?       8@  1       M1 ( +E2 )                     1 1 . 6 6  1 9 Mult. :   from 1984De16, based on K and L 

l ines.  

α :   for M1. 

   x 1 1 2 §

    1 1 3 . 7 # b  3      3 0 1 4 . 0 ?       0 . 4 #@  1    [M1 ]                         9 . 9 4  1 6

    1 1 5 . 8  2        1 5 7 3 . 1 0       1 . 7@  2     [M1 ]                         9 . 4 3

    1 3 3 . 0 5 e  1 5     1 5 7 3 . 1 0      3 2&e  3      E2                           2 . 6 7 A2=+0.23 4 ,  A4=–0.07 7  (1985Dr04).  

A2=+0.24 5 ,  A4=–0.06 5  for doublet 

(1984Sc25).  

                  1 8 1 3 . 6 2      1 1&e  3      M1 +E2       + 0 . 5 0  + 1 3 – 1 8      5 . 6  4 δ :  from γ (θ )  (1984De16).  

    1 3 5 . 4 1  1 5       8 3 5 . 4 3       7 . 1  3      ( E1 )                         0 . 2 2 7 A2=–0.09 4 ,  A4=–0.01 7  (1985Dr04).  

Non–observation in ce spectrum of 

1984De16 suggests E1. 

    1 3 8 . 5 #  3       3 2 0 7 . 5        2 . 6 #@  5    [M1 ]                         5 . 6 7

    1 6 4 . 9 6 a  1 5      8 3 5 . 4 3       4 . 0 3  2 3    ( E1 )                         0 . 1 4 0 2 A2=+0.37 5 ,  A4=–0.04 7  (1985Dr04);  ΔJ=0 

transition.  

Iγ :   from Iγ (165)/Iγ (135)=0.568 32  

(1985Dr04).  

    1 9 3 . 6 # b  2      3 2 0 7 . 5        5 #  1       ( E2 )                         0 . 6 2 2 A2=+0.37 9 ,  A4=0.00 10  (1984Sc25).  

    2 0 2 . 3 2  1 5      2 0 1 5 . 9      1 0 1  3        E1                           0 . 0 8 5 8 A2=–0.26 4 ,  A4=–0.03 6 ,  POL=+0.53 17  

(1985Dr04).  

A2=–0.11 5 ,  A4=+0.02 5  (1984Sc25).  

A2=–0.19 2 ,  Iγ (prompt)/Iγ (delayed)=0.23 4  

(1984De16).  

K/L ratio overlaps E1 or M1 (1984De16).  

    2 0 9 . 6 # b  2      3 4 1 7 . 1 ?      2 6 #  1       E2                           0 . 4 6 8 A2=+0.27 5 ,  A4=–0.07 5  (1984Sc25).  

   x 2 2 9 §

    2 3 5 . 3 9  1 5      2 2 5 1 . 3       7 9  3        E2                           0 . 3 1 4 A2=+0.23 4 ,  A4=–0.09 6  (1985Dr04).  

A2=+0.39 6 ,  A4=–0.06 5  (1984Sc25).  

A2=+0.24 3 ,  Iγ (prompt)/Iγ (delayed)=0.22 4  

(1984De16).  

   x 2 3 9 §

    2 4 0 . 5 3  1 5      1 8 1 3 . 6 2      2 7  1        E2 d                          0 . 2 9 2 A2=+0.29 4 ,  A4=–0.10 7  (1985Dr04).  

A2=+0.35 6 ,  A4=–0.05 5  (1984Sc25).  

A2=+0.20 5 ,  Iγ (prompt)/Iγ (delayed)=0.30 5  

(1984De16).  

    2 6 2 . 0 1 b  1 5     3 0 6 8 . 9       3 8  1        E2 d                          0 . 2 2 0 A2=+0.35 4 ,  A4=–0.12 7 ,  POL=+0.46 37  

(1985Dr04).  

A2=+0.35 6 ,  A4=–0.05 5  (1984Sc25).  

A2=+0.25 5 ,  Iγ (prompt)/Iγ (delayed)=0.15 4  

(1984De16).  

    2 9 0 . 9 3  1 5      1 4 4 0 . 0 2      9 7  3        E2 d                          0 . 1 5 9 0 A2=+0.32 4 ,  A4=–0.11 6 ,  POL=+0.55 9  

(1985Dr04).  

A2=+0.36 5 ,  A4=–0.05 5  (1984Sc25).  

A2=+0.26 5 ,  Iγ (prompt)/Iγ (delayed)=0.35 6  

(1984De16).  

    3 1 3 . 4 1  1 5      1 1 4 9 . 0 4       7 . 0  3      E1                           0 . 0 3 1 A2=–0.03 4 ,  A4=–0.06 6 ,  POL=+0.30 18  

(1985Dr04).  

A2=–0.11 8 ,  A4=–0.03 10  (1984Sc25).  

Non–observation in ce spectrum of 

1984De16 suggests E1. 

    3 1 8 . 5 2  1 5      1 4 4 0 . 0 2      1 9  1        M1 +E2      + 1 0  + 6 – 2           0 . 1 2 5  4 A2=–0.22 4 ,  A4=+0.22 6 ,  POL=+0.49 21  

(1985Dr04).  

A2=–0.18 5 ,  A4=+0.14 7  (1984Sc25).  

K/L ratio overlaps E2 and E3 (1984De16).  

δ :  from γ (θ )  (1985Dr04).  Dominant E2 

with <10% M1 admixture from ce data 

in 1984De16. 

Continued on next page (footnotes at end of  table)  
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   208Pb(11B,4n γγγγ)    1984Sc25,1984De16,1985Dr04 (continued)   

   γ (215Fr) (continued)   

Eγ† E(level) Iγ‡ Mult.c δ α Comments

    3 3 5 . 8 8  1 5      1 4 5 7 . 3 6      1 9  1        E2 d                          0 . 1 0 3 9 A2=+0.31 4 ,  A4=–0.09 7  (1985Dr04).  

A2=+0.27 6 ,  A4=–0.12 5  (1984Sc25).  

Iγ (prompt)/Iγ (delayed)=0.23 8  

(1984De16).  

    3 4 0 . 2 5  1 5      3 4 0 9 . 1                  D A2=–0.14 7 ,  A4=+0.01 7  (1985Dr04).  

Eγ :  from 1985Dr04. This γ  ray was 

observed by 1984Sc25 in αγ  coin,  but 

not placed in the level  scheme. 

Iγ :   7.6 3  (1985Dr04) relative to 100 

for 670γ .  

    4 4 9 . 1 1  1 5      1 1 4 9 . 0 4      4 2  1        E2 d                          0 . 0 4 7 9 A2=+0.31 4 ,  A4=–0.09 7 ,  POL=+0.50 14  

(1985Dr04).  POL for 451+449. 

A2=+0.41 6 ,  A4=–0.05 5  (1984Sc25).  

A2=+0.30 10 ,  Iγ (prompt)/Iγ (delayed)=0.46 5  

(1984De16).  

    4 5 1 . 2 3  1 5      1 1 2 1 . 5 1      5 7  2        E2 d                          0 . 0 4 7 3 A2=+0.30 4 ,  A4=–0.09 7 ,  POL=+0.50 14  

(1985Dr04).  POL for 451+449. 

A2=+0.33 6 ,  A4=–0.03 5  (1984Sc25).  

A2=+0.21 5 ,  Iγ (prompt)/Iγ (delayed)=0.45 5  

(1984De16).  

    4 7 8 . 8 0  1 5      1 1 4 9 . 0 4      3 2  2        M1 +E2       – 3 . 8  + 5 – 4         0 . 0 5 0  3 A2=–0.42 4 ,  A4=+0.13 4 ,  POL=+0.42 9  

(1985Dr04).  

A2=–0.31 5 ,  A4=+0.11 7  (1984Sc25).  

A2=–0.21 5 ,  Iγ (prompt)/Iγ (delayed)=0.36 6  

(1984De16).  

δ :  from γ (θ ) ;  weighted average of  

–3.75 +50–40  (1985Dr04) and –6 +3–4  

(1984De16).  

    5 1 9 . 0 a f  3      3 4 1 9 . 4 ?

    5 5 5 . 4 8 b  1 5     2 8 0 6 . 8 ?      4 2  2        E1                           0 . 0 0 9 2 2  1 3 A2=–0.25 4 ,  A4=+0.02 6 ,  POL=+0.58 16  

(1985Dr04).  

A2=–0.21 5 ,  A4=–0.04 5  (1984Sc25).  

A2=–0.20 6 ,  Iγ (prompt)/Iγ (delayed)=0.13 5  

(1984De16).  

    6 4 9 . 0 9 b  1 5     2 9 0 0 . 4 ?       6  1        D+Q A2=–0.11 5 ,  A4=–0.26 6  (1985Dr04).  

A2=–0.36 11 ,  A4=–0.21 14  (1984Sc25).  

Mult. ,δ :   from γ (θ )  data.  

δ (E2/M1)=–1.27 18–12 (1985Dr04),  but 

(E1) in 1984Sc25. Negative A4 is  

inconsistent with pure E1. 

    6 7 0 . 3 5  1 5       6 7 0 . 3 4      9 8  4        E2 d                          0 . 0 1 9 1 A2=+0.27 4 ,  A4=–0.08 7 ,  POL=+0.42 5  

(1985Dr04).  

A2=+0.31 5 ,  A4=–0.04 5  (1984Sc25).  

A2=+0.20 5 ,  Iγ (prompt)/Iγ (delayed)=0.60 6  

(1984De16).  

    6 9 9 . 9 5  1 5       6 9 9 . 9 7      4 4  2        M1 +E2       – 3 . 8  5            0 . 0 2 0 6  1 0 A2=–0.34 4 ,  A4=+0.16 6 ,  POL=+0.39 6  

(1985Dr04).  

A2=–0.30 4 ,  A4=–0.11 5  (1984Sc25).  

A2=–0.16 8 ,  Iγ (prompt)/Iγ (delayed)=0.65 6  

(1984De16).  

K/L ratio overlaps E2 and E3 (1984De16).  

δ :  from γ (θ ) ;  weighted average of  

–3.75 +55–40  (1985Dr04) and –7 +3–13  

(1984De16).  

    8 1 7 . 5 3  1 5      3 0 6 8 . 9       1 3  1        ( E3 )                         0 . 0 3 3 1 A2=+0.50 6 ,  A4=+0.08 7  (1985Dr04).  

A2=+0.57 6 ,  A4=+0.12 7  (1984Sc25).  

K/L ratio agrees better with E3 but 

also not far from E2 (1984De16).  

 † Weighted average from 1984Sc25 and 1985Dr04. Values in 1984De16 given to nearest keV with a general uncertainty of  0.5 keV are  

 in agreement with the adopted values here.  

Footnotes continued on next page 
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   208Pb(11B,4n γγγγ)    1984Sc25,1984De16,1985Dr04 (continued)   

   γ (215Fr) (continued)   

 ‡ From 1984Sc25 at E(11B)=66 MeV, unless otherwise specif ied.  Corresponding values from 1984De16 at E(11B)=58 MeV, and from  

 1985Dr04 at E(11B)=58 MeV are l isted under document records.  For branching ratios in Adopted dataset,  all  values are considered.  

 Note that intensities in 1985Dr04 are relative to 100 for 670γ ;  relative to 101 for 202γ  in 1964Sc25, and relative to 100 for 

 202γ  in 1984De16. 

 § Seen by 1984Sc25 only in αγ  coin spectrum but not placed in level  scheme.  

 # γ  from 1984Sc25 only.   

 @ From delayed γ  (1984Sc25).   

 & From γγ  coin spectrum (1984Sc25).   

 a γ  from 1985Dr04 only.   

 b The orderings of  133–107 cascade from 1813 level ;  262–55 cascade from 3069 level ;  194–114–649 cascade from 3207 level ;  and 45–210  

 cascade from 3462 level  are not established.  

 c From γ (θ ) ,  γ ( l in pol) ,  K/L ratios,  transition intensity balances,  and RUL (for E2 and M2).  The data are from 1984De16, 1984Sc25,  

 and and 1985Dr04, as l isted under comments.  

 d E2 from measured K/L ratios with comparison to theoretical  values shown in f igure 8 of  1984De16. Numerical  K/L values are not  

 given explicitly.  

 e Multiply placed;  intensity suitably divided.   

 f Placement of  transition in the level  scheme is uncertain.   

 x γ  ray not placed in level  scheme.  

9/2– 0.0 86 ns

(13/2)– 670.34

(11/2)– 699.97

(13/2)+ 835.43

(17/2)– 1121.51

(15/2)– 1149.04

(19/2)– 1440.02 4 ns

(21/2)– 1457.36

(23/2)– 1573.10 3.5 ns

(25/2)– 1680.6

(27/2)– 1813.62 2.1 ns

(29/2)+ 2015.9 4.7 ns

(33/2)+ 2251.3 5.3 ns

(35/2)– 2806.8

(35/2–) 2900.4

(37/2–) 3014.0

(39/2)– 3068.9 14.6 ns

(41/2–) 3207.5

(41/2) 3409.1

(45/2–) 3417.1

3419.4

(47/2+) 3462.3 22.9 ns

  Level Scheme  

Intensities:  relative Iγ
@ Multiply placed;  intensity suitably divided
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    Adopted Levels, Gammas   

Q(β–)=–3497 15 ;  S(n)=5630 9 ;  S(p)=3797 11 ;  Q(α )=8864 3   2012Wa38. 

 S(2n)=13967 22 ,  S(2p)=6346 9  (2012Wa38).  

  

 215Ra evaluated by S. Kumar, B. Singh, K. Rojeeta Devi,  A. Rohilla .  

  

 215Ra identif ied (1961Gr43,1962Gr20) in excitation function measurements in 209Bi(11B,5n)215Ra reaction.  1968Va18 

 identif ied 215Ra as descendent of  219Th. 

 2012Co22: 207Pb(64Ni,X),  E=5.92 MeV/nucleon;  measured l i fetime of  rotating nuclear molecules or dinuclear system 

 (DNS).  Detected reaction products and measured their velocity distribution correlated with α  particles from 

 fragments.  The 64Ni beam from UNILAC accelerator at GSI facil ity,  reaction products separated by SHIP velocity 

 f i lter.  Target=300 μg/cm2 thick 207Pb deposited on a 40 μg/cm2 thick carbon foil  and covered by a layer of  10 

 μg/cm2 carbon. Isotopes identif ied by their α  decay characteristics.  For 215Ra, measured mean l i fetime of  DNS 

 τ=2.0×  10–20 s 3 .  

   215Ra Levels   

 The level  structure of  215Ra, described by a multiparticle octupole coupling mechanism, leads to configuration mixed 

 isomers with characteristic  enhanced E3 transitions.  These have been explained by the coupling of  octupole 

 vibrations to the shell–model configurations presented here for the six protons and single neutron outside closed 

 shells (1998St24).  

 The low–lying yrast levels in 215Ra also have been interpreted in terms of  the shell  model by coupling the odd 

 neutron to experimentally determined energies in 214Ra (1983Lo16).  The enhancement of  the 773–keV E3 transition in 

 215Ra is due mostly to the coupling of  the particle orbital  to the octupole phonon in the 208Pb core.  Its 

 B(E3)(W.u.)=37 2  agrees with the systematics for E3 transitions in the 208Pb region (1983Lo16).  See also 1998St24,  

 1989Dr02, 1985Be05, and 1988Fu10 for further discussions on B(E3) values for this nucleus.  

Cross Reference (XREF) Flags 

A  215Ac ε  Decay (0.17 s)   

B  219Th α  Decay (1.05 μs)   

C  206Pb(13C,4nγ )   

E(level)† Jπ‡ XREF T1/2
§ Comments

      0 . 0 #        ( 9 / 2 + )     ABC       1 . 6 6  ms  2 %α=100. 

 RMS charge radius <r2>1/2=5.619 fm 20 ;  deduced from interpolation of  

evaluated rms charge radii  of  214Ra to 232Ra (2013An02),  with slope kz=0.37 

in formula 9 of  2004An14. Value has been adjusted upward by 0.004 fm to 

account for sl ight difference in the systematics trend of  deduced rms radii  

for A=215, and evaluated values in 2013An02 for A=210 isotopes.  

 No ε ,  β+ decay observed.  Theoretical  estimates:  %ε+%β+<2×10–4 (1973Ta30),  

<7×10–5 (1997Mo25).  

T1/2:  weighted average of  1.64 ms 4  (2005Li17),  1.62 ms +16–13  (2000Ni02),  

1.68 ms 2  (2000He17),  1.56 ms 10  (1970To08),  1.7 ms 2  (1968Va18),  1.5 ms 1  

(1991An10; also 1.5 ms 3  in 1991An13).  Other:  1.6 ms (1961Gr43,1962Gr20).  

Jπ :   analogy to N=127 isotones (for example 211Po and 213Rn) suggest 

Jπ=(9/2+).  Shell  model configuration for the odd neutron is expected to be 

g9/2.  

    7 7 3 . 0@  2      ( 1 5 / 2 – )      C      6 7 . 2  n s  1 4 Jπ :  773γ  E3 to (9/2+).  Analogy with 896–keV state (Jπ=(15/2–))  in 213Rn. 

T1/2:   from γγ (t)  (1998St24;  also 68.6 ns 21  in 1989Dr02).  Others:  77 ns 2  

(1988Fu10),  67 ns 3  (1987AdZU).  Value from 1988Fu10 is considered by the 

evaluators as discrepant.  From pulsed–beam method, values are 110 ns 8  

(1989Dr02),  120 ns 10  (1983Lo16).  The higher values in pulsed–beam 

experiments are l ikely due to much longer half–li fe (7.3 μs)  of  the 1877 

level ,  which will  affect the observed decay rate of  773γ ,  thus making it  

more diff icult  to measure l i fetime in the ns range with this method. 

   1 6 2 5 . 3 #  3      ( 1 7 / 2 + )      C Jπ :  852γ  E1 to (15/2–).  Analogy with 1529–keV state (Jπ=(17/2+))  in 213Rn. 

   1 8 2 1 . 2 #  3      ( 2 1 / 2 + )      C      2 5 . 0  n s  1 4 Jπ :  196γ  E2 to (17/2+),  1048γ  E3 to (15/2–).  Analogy with 1664–keV state 

(Jπ=(21/2+))  in 213Rn (1988Fu10).  

T1/2:   other:  23 ns 5  (1983Lo16).  

   1 8 7 7 . 8& 3      ( 2 5 / 2 + )      C       7 . 2 9  μ s  2 0 Jπ :   analogous state at >1664 keV with T1/2≈1 μs has been observed in 213Rn 

(1988Fu10).  

T1/2:   weighted average of  7.6 μs 2  (2004He25),  6.86 μs 28  (1998St24),  7.2 

μs 2  (1988Fu10).  Other:  ≥2 μs (1983Lo16).  

Mixed with 2053.8 level  by particle octupole coupling.  

   1 9 9 4 . 5& 3      ( 2 3 / 2 + )      C

   2 0 5 3 . 8 #  4      ( 2 5 / 2 + )      C Mixed with 1877.8 level  by particle octupole coupling.  

   2 2 1 4 . 4 a  4      ( 2 7 / 2 – )      C

Continued on next page (footnotes at end of  table)  
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   Adopted Levels, Gammas (continued)   

   215Ra Levels (continued)   

E(level)† Jπ‡ XREF T1/2
§ Comments

   2 2 4 6 . 9 b  4      ( 2 9 / 2 – )      C       1 . 3 9  μ s  7

   2 2 4 6 . 9 + x b      ( 3 1 / 2 – )      C E(level) :  x ≤35 keV. 

   3 0 8 8 . 8 + x c  2    ( 3 3 / 2 + )      C

   3 1 4 3 . 7 + x d  3    ( 3 5 / 2 + )      C

   3 3 3 1 . 1 + x d  4    ( 3 7 / 2 + )      C

   3 4 1 3 . 4 + x b  4    ( 3 7 / 2 – )      C

   3 4 1 5 . 6 + x d  4    ( 3 7 / 2 + )      C

   3 5 8 6 . 4 + x e  4    ( 3 7 / 2 + )      C

   3 7 3 8 . 6 + x b  4    ( 3 9 / 2 – )      C

   3 7 5 6 . 6 + x b  4    ( 4 3 / 2 – )      C     5 5 5  n s  1 0 μ=15.61 6  (1998St24,2011StZZ).  

T1/2:   other:  0.59 μs 18  (1987AdZU).  

Octupole–mixed state.  

μ :   from g factor=+0.726 3  (TDPAD method, 1998St24).  Other measurement:  15.78 

15  (1987AdZU, from g factor=+0.734 7 ,  stroboscopic observation of  perturbed 

angular distribution).  Theoretical  value=+0.73 (1998St24).  

 Measured isomer yield ratio:  Rexp=7.9 8  (2013Ba29) in 9Be(238U,X) reaction 

at 1 GeV/nucleon,  where Rexp=Y/(NimpFG),  Nimp is  number of  implanted ions,  

Y is  the isomeric yield,  F and G are correction factors for in–fl ight 

isomer decay losses and the f inite detection time of  the γ  radiation,  

respectively.  Comparison of  measured yield ratios with theoretical  values 

calculated by using ABRABLA Monte–Carlo code.  

   3 7 6 5 . 7 + x  4                 C Jπ :   434.6γ  to (37/2+) suggests 37/2 to 41/2.  

   3 8 5 5 . 0 + x  4                 C Jπ :   439.4γ  to (37/2+) suggests 37/2 to 41/2.  

   3 9 3 5 . 4 + x a  4    ( 4 3 / 2 – )      C Octupole–mixed state.  

   4 2 0 7 . 3 + x  5                 C

   4 3 6 6 . 8 + x c  4    ( 4 5 / 2 + )      C

   4 5 5 3 . 5 + x b  4    ( 4 7 / 2 – )      C

   4 5 6 7 . 0 + x c  4    ( 4 9 / 2 + )      C      1 0 . 4 7  n s  1 4 μ=18.87 25  (1998St24,2011StZZ).  

T1/2:   other:  ≈10 ns (1987AdZU).  

μ :   from g factor=+0.77 1  (TDPAD method, 1998St24).  Theoretical  value=+0.80 

(1998St24).  

   4 6 8 6 . 2 + x a  5    ( 4 7 / 2 – )      C

   4 8 8 2 . 7 + x a  4    ( 5 1 / 2 – )      C

   5 3 7 2 . 7 + x c  5    ( 5 3 / 2 + )      C

   5 6 0 8 . 6 + x f  5    ( 5 5 / 2 – )      C

   5 6 0 8 . 7 + x c  5    ( 5 7 / 2 + )      C       1 . 6 6  n s  1 4

   6 0 3 3 . 5 + x g  5    ( 5 7 / 2 + )      C

   6 0 7 6 . 4 + x g  5    ( 5 9 / 2 + )      C

   6 2 8 3 . 2 + x g  6    ( 6 1 / 2 + )      C

 † From a least–squares f it  to Eγ  values from 1998St24.   

 ‡ As proposed by 1998St24,  based on γ–ray multipolarities,  angular distributions,  transition strengths,  and excitation functions.   

 These assignments are placed in parentheses since Jπ  assignment for the ground state is  sti l l  tentative.  Shell  model 

 configurations from 1998St24 are based on level  energies and γ–transition rates.  

 § From pulsed beam method (1998St24),  unless otherwise stated.  Values from previous measurements are given under comments.   

 # Member of  configuration=πh9/2
6⊗νg9/2.   

 @ Member of  configuration=πh9/2
6⊗ν j15/2.   

 & Member of  configuration=πh9/2
5⊗π f7/2⊗νg9/2.   

 a Member of  configuration=πh9/2
4⊗π f7/2⊗π i13/2⊗  ν9/2.   

 b Member of  configuration=πh9/2
5⊗π i13/2⊗νg9/2.   

 c Member of  configuration=πh9/2
4⊗π i13/2

2⊗νg9/2.   

 d Member of  configuration=πh9/2
5⊗π f7/2⊗νg9/2.   

 e Member of  configuration=πh9/2
4⊗π f7/2

2⊗νg9/2.   

 f Member of  configuration=πh9/2
3⊗π f7/2

2⊗  π i13/2⊗νg9/2.   

 g Member of  configuration=πh9/2
3⊗π f7/2⊗  π i13/2

2⊗νg9/2.   
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   Adopted Levels, Gammas (continued)   

   γ (215Ra)   

 All  γ–ray data are from 206Pb(13C,4nγ ) .  

E(level) Eγ Iγ Mult. δ α Comments

    7 7 3 . 0       7 7 3 . 0  2    1 0 0           E3                            0 . 0 4 0 4 B(E3)(W.u.)=38.4 8 .  

   1 6 2 5 . 3       8 5 2 . 3  2    1 0 0           E1                            0 . 0 0 4 2 5

   1 8 2 1 . 2       1 9 6 . 0  2    1 0 0 . 0  6       E2                            0 . 6 2 9 B(E2)(W.u.)=0.48 3 .  

              1 0 4 8 . 2  2     4 8 . 6  4       E3                            0 . 0 1 9 5 B(E3)(W.u.)=2.91 17 .  

   1 8 7 7 . 8        5 6 . 5  2    1 0 0           E2                          1 4 5  4 B(E2)(W.u.)=0.0121 6 .  

   1 9 9 4 . 5       1 7 3 . 3  2    1 0 0           M1                            3 . 2 7

   2 0 5 3 . 8        5 9 . 3  2     1 6  2         M1                           1 4 . 2 5  2 5

               1 7 6 . 0  2    1 0 0  2         M1                            3 . 1 3

   2 2 1 4 . 4       3 3 6 . 6  2    1 0 0           ( E1 )                          0 . 0 2 7 2

   2 2 4 6 . 9       ( 3 2 . 5 )       0 . 9 9 7  1 3    [M1 ]                         8 4  5 B(M1)(W.u.)=3.4×10–7 5 .  

               1 9 3 . 1  2    1 0 0 . 0  1 7      M2 ( +E3 )    < 0 . 2               1 0 . 9 9 δ :   ce data gives δ (E3/M2)<0.45,  but 

RUL(E3)=100 gives δ<0.2.  

B(M2)(W.u.)=0.17 1 ;  B(E3)(W.u.)<100. 

               3 6 9 . 1  2     3 2  3         M2 +E3       1 . 0 7  + 2 5 – 2 0        0 . 8 1  9 B(M2)(W.u.)=0.0011 4 ;  B(E3)(W.u.)=4.8 13 .  

   2 2 4 6 . 9 + x        x Eγ :   no transition seen, but required for 

current level  scheme. Estimated value of  x 

≤  35 keV. 

   3 0 8 8 . 8 + x     8 4 1 . 9  2    1 0 0           E1                            0 . 0 0 4 3 5

   3 1 4 3 . 7 + x      5 4 . 9  2    1 0 0           M1                           1 7 . 9  4

   3 3 3 1 . 1 + x     1 8 7 . 4  2    1 0 0           M1                            2 . 6 3

   3 4 1 3 . 4 + x     2 6 9 . 7  2    1 0 0           D

   3 4 1 5 . 6 + x     2 7 1 . 9  2    1 0 0           M1                            0 . 9 3 0

   3 5 8 6 . 4 + x     1 7 0 . 8  2     1 9  4         M1                            3 . 4 1

               2 5 5 . 4  2    1 0 0  1 2        M1                            1 . 1 0 6

               4 4 2 . 6  2     1 0  4

   3 7 3 8 . 6 + x     1 5 2 . 2  2     4 6 . 5  5       E1                            0 . 1 7 4 0

               3 2 3 . 1  2     3 0 . 7  1 0      E1                            0 . 0 2 9 8

               3 2 5 . 3  2      4 . 0  1 0

               4 0 7 . 4  2    1 0 0 . 0  1 0      E1                            0 . 0 1 8 0

   3 7 5 6 . 6 + x     ( 1 8 . 0 )       0 . 0 2 9  2     [ E2 ]                      2 5 4 0 0 B(E2)(W.u.)=0.24 7 .  

               4 2 5 . 5  2    1 0 0  3         E3                            0 . 2 4 0 B(E3)(W.u.)=37 3 .  

   3 7 6 5 . 7 + x     4 3 4 . 6  2    1 0 0

   3 8 5 5 . 0 + x     4 3 9 . 4  2    1 0 0

   3 9 3 5 . 4 + x     1 7 8 . 6  2    1 0 0           M1                            3 . 0 1

   4 2 0 7 . 3 + x     3 5 2 . 3  2    1 0 0

   4 3 6 6 . 8 + x     4 3 1 . 5  2     9 8 . 8  2 5      E1                            0 . 0 1 5 9 7

               6 1 0 . 2  2    1 0 0  5

   4 5 5 3 . 5 + x     7 9 7 . 3  2    1 0 0           ( Q )

   4 5 6 7 . 0 + x     ( 1 3 . 5 )      1 0 . 5  5       [ E1 ]                          5 . 7 4 B(E1)(W.u.)=0.00026 6 .  

               2 0 0 . 1  2    1 0 0 . 0  1 9      ( E2 )                          0 . 5 8 4 B(E2)(W.u.)=0.758 23 .  

               8 1 0 . 2  2     5 9 . 3  1 9      ( E3 )                          0 . 0 3 5 9 B(E3)(W.u.)=37.6 15 .  

   4 6 8 6 . 2 + x     7 5 0 . 7  2    1 0 0           ( Q )

   4 8 8 2 . 7 + x     1 9 6 . 3  2     2 3  3         [ E2 ]                          0 . 6 2 6

               3 1 5 . 6  2    1 0 0  4

               3 2 9 . 5  2     1 2  3

   5 3 7 2 . 7 + x     4 9 0 . 1  2    1 0 0  3         D

               8 0 5 . 7  2     4 7 . 6  1 6      ( Q )

   5 6 0 8 . 6 + x     7 2 5 . 9  2    1 0 0

   5 6 0 8 . 7 + x     2 3 6 . 0  2    1 0 0           E2                            0 . 3 2 8 B(E2)(W.u.)=4.6 4 .  

   6 0 3 3 . 5 + x     4 2 4 . 8  2    1 0 0

   6 0 7 6 . 4 + x     4 6 7 . 7  2    1 0 0

   6 2 8 3 . 2 + x     2 4 9 . 7  2    1 0 0
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    215Ac εεεε  Decay (0.17 s)   1968Va04   

 Parent 215Ac:  E=0.0;  Jπ=9/2–;  T1/2=0.17 s 1 ;  Q(g.s. )=3497 15 ;  %ε+%β+ decay=0.09 2 .  

 215Ac–J,T1/2:  From 215Ac Adopted Levels.  

 215Ac–Q(ε ) :  From 2012Wa38. 

 215Ac–%ε+%β+ decay:  %ε+%β+=0.09 2  (1968Va04).  

 1968Va04: ε+β+ branching ratio obtained by observing the presence of  an 8.70 MeV 2  α  group assigned to α  decay of  

 215Ra. 215Ra as daughter of  215Ac formed in 203Tl(16O,4n)215Ac reaction.  

   215Ra Levels   

E(level) Jπ Comments

   0 . 0         ( 9 / 2 + )  Assumed that g.s.  is  populated in ε  decay of  215Ac.  

    219Th αααα  Decay (1.05 μμμμs)   1973Ha32   

 Parent 219Th: E=0.0;  Jπ=(9/2+);  T1/2=1.05 μs 3 ;  Q(g.s. )=9510 50 ;  %α  decay=100. 

 219Th–J,T1/2:  From Adopted Levels of  219Th in ENSDF database.  

 219Th–Q(α ) :  From 2012Wa38. 

 219Th activity was produced by 206Pb(16O,3n),  E=80–90 MeV. Isotopic assignment is  based on its genetic relationship 

 to 215Ra, and on measured excitation functions.  Measured Eα .  Detector:  semi.  

   215Ra Levels   

E(level) Jπ T1/2 Comments

   0 . 0         ( 9 / 2 + )    1 . 6 6  ms  2 Jπ ,T1/2:   from Adopted Levels.  

   α  radiations   

Eα E(level) Iα‡ HF†

   9 3 4 0  2 0    0 . 0         1 0 0    2 . 0  2

 † Using r0(215Ra)=1.560 9 ,  interpolated value deduced from r0(214Ra)=1.554 9  and r0(216Ra)=1.566 9  (1998Ak04).   

 ‡ Absolute intensity per 100 decays.   

    206Pb(13C,4n γγγγ)   1998St24   

 Includes reactions:  206Pb(12C,3nγ ) ;  208Pb(12C,5nγ ) ;  and 208Pb(13C,6nγ ) .  

 1998St24:  target:  92% enriched 206Pb. E=78 MeV. Measured Eγ ,  Iγ ,  γγ  coin,  γγ (t) ,  γγ (θ ) ,  ce,  differential  perturbed 

 angular distributions,  excitation functions for E=66–84 MeV. Deduced γ–ray multipolarities,  angular distribution 

 coeff icients,  levels half–li fe (pulsed–beam measurements) ,  gyromagnetic factors,  detectors:  hyperpure Ge,  

 superconducting solenoidal electron spectrometer with a cooled Si(Li)  detector (1998St24).  See 1989Dr02 from the 

 same group for measurement of  l i fetime of  773–keV level  and E3 multipolarity of  773γ  by ce measurements using 

 208Pb(12C,5nγ ) ,  E=80 MeV; and 206Pb(13C, 4nγ ) ,  E=78 MeV reactions.  

 2004He25: 208Pb(12C,5nγ ) :  measured Eγ ,  half–li fe of  1878–keV isomer.  

 1988Fu10: 206Pb(12C,3nγ ) ,  E=67 MeV, ≥90% enriched 206Pb target.  Measured Eγ ,  Iγ ,  γγ  coin,  γ (θ )  for 9 angles between 

 θ=80°  and 160° ,  γ–ray l inear polarization,  γγ (t) .  Deduced transition multipolarities.  Measured levels half–li fe 

 using a pulsed beam method, and also γγ (t) .  Eγ ,  Iγ  data reported for eight γ  rays;  γ (θ )  and γ ( l in pol)  for four of  

 these.  

 1987AdZU: 206Pb(13C,4nγ ) ,  E=80 MeV. Measured Eγ ,  γγ  coin,  γγ (t) .  Measured levels half–li fe,  Measured g–factor by 

 stroboscopic observation of  γ–ray perturbed angular distributions.  A detailed level  scheme reported with 24 γ  

 transitions and 20 excited states.  

 1983Lo16: 208Pb(13C,6nγ ) ,  E=95 MeV, 99% enriched 208Pb target.  Measured Eγ ,  Iγ ,  γ (θ )  for 8 angles between 60°  and 

 158° ,  γγ  coin,  γ (θ ) ,  γγ (t) .  Deduced transition multipolarities.  Measured level  half–li fe using a pulsed beam 

 method. Data reported for three γ  rays in a cascade:  196,  772 and 850 keV. 

 The nucleus of  215Ra has six valence protons and a single valence neutron outside the Z=82, N=126 closed shells.  

 Most of  the states up to about 6 MeV have configurations involving four to six protons in the h9/2 orbital ,  for 

 which E2 decays are retarded or forbidden, and dipole and octupole transitions are prominent.  The authors have 

 explained the strength of  E3 transitions as well  as the measured gyromagnetic factors in terms of  the 

 multi–particle octupole coupling mechanism (1998St24).  

Continued on next page (footnotes at end of  table)  
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    206Pb(13C,4n γγγγ)   1998St24 (continued)   

 2013Ba29: measured experimental isomer production ratio in 9Be(238U,X) reaction at E=1 GeV/nucleon (2013Ba29) using 

 the FRS, RISING gamma detector array,  and TOF arrangement at GSI facil ity.  

   215Ra Levels   

 The level  scheme presented here is  from 1998St24.  First level  scheme for 215Ra was proposed by 1983Lo16 with four 

 excited states and 195–851–772 γ  cascade depopulated from a (25/2) ,  μs isomer at an unknown energy sl ightly above 

 this cascade.  1988Fu10 confirmed this cascade and an isomer of  7.2 μs above this cascade,  they added another 

 transition in the level  scheme at 1048 keV parallel  to 195–keV transition.  Four weaker γ  rays were unplaced in 

 this work.  A more extensive level  scheme was proposed in annual laboratory reports (1987AdZU,1986AdZV) with 20 

 levels up to 5.6 MeV and 24 gamma rays.  However,  no other details were provided in this study.  Except for some 

 differences in placement of  γ  rays,  most features of  the level  scheme and gamma–ray energies in 1987AdZU have been 

 confirmed by 1998St24.  

E(level)† Jπ‡ T1/2
§ Comments

      0 . 0 #        9 / 2 +         1 . 6 6  ms  2 T1/2:   from Adopted Levels.  

    7 7 3 . 0@  2      1 5 / 2 –       6 7 . 2  n s  1 4 T1/2:   from γγ (t)  (1998St24;  also 68.6 ns 21  in 1989Dr02).  Others:  77 ns 2  

(1988Fu10),  67 ns 3  (1987AdZU).  Value from 1988Fu10 is considered by the evaluators 

as discrepant.  From pulsed–beam method, values are 110 ns 8  (1989Dr02),  120 ns 10  

(1983Lo16).  The higher values in pulsed–beam experiments are l ikely due to much 

longer half–li fe (7.3 μs)  of  the 1877 level ,  which will  affect the observed decay 

rate of  773γ ,  thus making it  more diff icult  to measure l i fetime in the ns range 

with this method. 

   1 6 2 5 . 3 #  3      1 7 / 2 +

   1 8 2 1 . 2 #  3      2 1 / 2 +       2 5 . 0  n s  1 4 T1/2:   other:  23 ns 5  (1983Lo16).  

   1 8 7 7 . 8& 3      2 5 / 2 +        7 . 2 9  μ s  2 0 T1/2:   weighted average of  7.6 μs 2  (2004He25),  6.86 μs 28  (1998St24),  7.2 μs 2  

(1988Fu10).  Other:  ≥2 μs (1983Lo16).  

Mixed with 2053.8 level  by particle octupole coupling.  

   1 9 9 4 . 5& 3      2 3 / 2 +

   2 0 5 3 . 8 #  4      2 5 / 2 + Mixed with 1877.8 level  by particle octupole coupling.  

   2 2 1 4 . 4 a  4      2 7 / 2 ( – )

   2 2 4 6 . 9 b  4      2 9 / 2 –        1 . 3 9  μ s  7

   2 2 4 6 . 9 + x b      3 1 / 2 – E(level) :  x ≤35 keV. 

   3 0 8 8 . 8 + x c  2    3 3 / 2 +

   3 1 4 3 . 7 + x d  3    3 5 / 2 +

   3 3 3 1 . 1 + x d  4    3 7 / 2 +

   3 4 1 3 . 4 + x b  4    3 7 / 2 –

   3 4 1 5 . 6 + x d  4    3 7 / 2 +

   3 5 8 6 . 4 + x e  4    3 7 / 2 +

   3 7 3 8 . 6 + x b  4    3 9 / 2 –

   3 7 5 6 . 6 + x b  4    4 3 / 2 –      5 5 5  n s  1 0 g=+0.726 3  (1998St24).  

T1/2:   other:  0.59 μs 18  (1987AdZU).  

Octupole–mixed state.  

g:   TDPAD method (1998St24).  Other measurement:  +0.734 7  (1987AdZU, stroboscopic 

observation of  perturbed angular distribution).  Theoretical  value=+0.73 (1998St24).  

 Measured isomer yield ratio:  Rexp=7.9 8  (2013Ba29) in 9Be(238U,X) reaction at 1 

GeV/nucleon,  where Rexp=Y/(NimpFG),  Nimp is  number of  implanted ions,  Y is  the 

isomeric yield,  F and G are correction factors for in–fl ight isomer decay losses 

and the f inite detection time of  the γ  radiation,  respectively.  Comparison of  

measured yield ratios with theoretical  values calculated by using ABRABLA 

Monte–Carlo code.  

   3 7 6 5 . 7 + x  4

   3 8 5 5 . 0 + x  4

   3 9 3 5 . 4 + x a  4    4 3 / 2 – Octupole–mixed state.  

   4 2 0 7 . 3 + x  5

   4 3 6 6 . 8 + x c  4    4 5 / 2 +

   4 5 5 3 . 5 + x b  4    4 7 / 2 –

   4 5 6 7 . 0 + x c  4    4 9 / 2 +       1 0 . 4 7  n s  1 4 g=+0.77 1  (1998St24).  

T1/2:   other:  ≈10 ns (1987AdZU).  

g:   TDPAD method. Theoretical  value=+0.80 (1998St24).  

   4 6 8 6 . 2 + x a  5    4 7 / 2 –

   4 8 8 2 . 7 + x a  4    5 1 / 2 –

   5 3 7 2 . 7 + x c  5    5 3 / 2 +

   5 6 0 8 . 6 + x f  5    5 5 / 2 –

   5 6 0 8 . 7 + x c  5    5 7 / 2 +        1 . 6 6  n s  1 4

   6 0 3 3 . 5 + x g  5    ( 5 7 / 2 + )

   6 0 7 6 . 4 + x g  5    ( 5 9 / 2 + )

Continued on next page (footnotes at end of  table)  
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   206Pb(13C,4n γγγγ)    1998St24 (continued)   

   215Ra Levels (continued)   

E(level)† Jπ‡

   6 2 8 3 . 2 + x g  6    ( 6 1 / 2 + )

 † From a least–squares f it  to Eγ  values from 1998St24.   

 ‡ As proposed by 1998St24,  based on γ–ray multipolarities,  angular distributions,  transition strengths,  and excitation functions.   

 These assignments are the same in Adopted Levels,  except that all  are placed in parentheses since Jπ  assignment for the ground 

 state is  sti l l  tentative.  Shell  model configurations (1998St24) are based on level  energies and γ–transition rates.  

 § From pulsed beam method (1998St24),  unless otherwise stated.  Values from previous measurements are given under comments.   

 # Member of  configuration=πh9/2
6⊗νg9/2.   

 @ Member of  configuration=πh9/2
6⊗ν j15/2.   

 & Member of  configuration=πh9/2
5⊗π f7/2⊗νg9/2.   

 a Member of  configuration=πh9/2
4⊗π f7/2⊗π i13/2⊗  ν9/2.   

 b Member of  configuration=πh9/2
5⊗π i13/2⊗νg9/2.   

 c Member of  configuration=πh9/2
4⊗π i13/2

2⊗νg9/2.   

 d Member of  configuration=πh9/2
5⊗π f7/2⊗νg9/2.   

 e Member of  configuration=πh9/2
4⊗π f7/2

2⊗νg9/2.   

 f Member of  configuration=πh9/2
3⊗π f7/2

2⊗  π i13/2⊗νg9/2.   

 g Member of  configuration=πh9/2
3⊗π f7/2⊗  π i13/2

2⊗νg9/2.   

   γ (215Ra)   

 All  γ–ray data are from 1998St24,  unless otherwise stated.  

Eγ† E(level) Iγ† Mult.# δ@ α Comments

       x         2 2 4 6 . 9 + x Eγ :   no transition seen, but required for 

current level  scheme. Estimated value of  

x ≤  35 keV. 

    ( 1 3 . 5 § )      4 5 6 7 . 0 + x      0 . 5 7  3      [ E1 ]                          5 . 7 4 Iγ :   from Iγ (13.5) /Iγ (200)=6.4 3 /61 1  

(1998St24).  

    ( 1 8 . 0 § )      3 7 5 6 . 6 + x      0 . 0 0 2 0  2    [ E2 ]                      2 5 4 0 0 Iγ :   from Iγ (18.0) /Iγ (425)=0.029 2 /99.97 

(1998St24).  

    ( 3 2 . 5 §  6 )    2 2 4 6 . 9        0 . 0 5 9  1     [M1 ]                         8 4  5 Iγ :   from Iγ (32.5) /Iγ (193)=0.79 1 /79.2 2  

(1998St24).  

     5 4 . 9  2      3 1 4 3 . 7 + x      2 . 1  2       M1                           1 7 . 9  4 α (exp)=11 4 .  

     5 6 . 5  2      1 8 7 7 . 8        0 . 8 ‡  1      E2                          1 4 5  4 α (exp)=94 40 .  

     5 9 . 3  2      2 0 5 3 . 8        1 . 6  2       M1                           1 4 . 2 5  2 5 α (exp)=15 7 .  

    1 5 2 . 2  2      3 7 3 8 . 6 + x      9 . 4  1       E1                            0 . 1 7 4 0 α (exp)<0.42;  A2=–0.12 4 .  

    1 7 0 . 8  2      3 5 8 6 . 4 + x      1 . 0  2       M1                            3 . 4 1 α (exp)=5.2 33 .  

    1 7 3 . 3  2      1 9 9 4 . 5        3 . 9  1       M1                            3 . 2 7 Iγ :   2 1  (1988Fu10) in 206Pb(12C,3nγ ) ,  E=67 

MeV. 

α (exp)=3.6 14 ;  A2=+0.03 6 .  

    1 7 6 . 0  2      2 0 5 3 . 8        9 . 9  2       M1                            3 . 1 3 Iγ :   5 2  (1988Fu10) in 206Pb(12C,3nγ ) ,  E=67 

MeV. 

α (exp)=5.0 5 ;  α (L)exp=0.40 3 ;  A2=+0.16 4 .  

    1 7 8 . 6  2      3 9 3 5 . 4 + x      1 . 6  2       M1                            3 . 0 1 α (exp)=3.6 3 ;  A2=+0.38 34 .  

    1 8 7 . 4  2      3 3 3 1 . 1 + x      9 . 8  2       M1                            2 . 6 3 α (exp)=2.7 7 .  

    1 9 3 . 1  2      2 2 4 6 . 9        5 . 9  1       M2 ( +E3 )    < 0 . 2               1 0 . 9 9 δ :   ce data gives δ (E3/M2)<0.45,  but 

RUL(E3)=100 gives δ<0.2.  

α (exp)=9.1 6 ;  α (L)exp=3 1 ;  α (M)exp=0.63 6 ;  

A2=+0.13 6 .  

    1 9 6 . 0  2      1 8 2 1 . 2       4 6 . 7 ‡  3      E2                            0 . 6 2 9 Iγ :   42 12  (1988Fu10) in 206Pb(12C,3nγ ) ,  

E=67 MeV; 30 3  (1983Lo16) in 
208Pb(13C,6nγ ) ,  E=95 MeV. 

α (exp)=0.56 3 ;  α (L)exp=0.201 11 ;  

α (M)exp=0.084 5 ;  A2=+0.09 1 .  

A2=+0.070 13 ;  A4=–0.002 21  (1988Fu10).  

 POL=–0.08 7  (1988Fu10).  

A2=+0.22 6 ;  A4=–0.12 5  (1983Lo16).  

    1 9 6 . 3  2      4 8 8 2 . 7 + x      2 . 8 ‡  4      [ E2 ]                          0 . 6 2 6

    2 0 0 . 1  2      4 5 6 7 . 0 + x      5 . 4  1       ( E2 )                          0 . 5 8 4 A2=+0.29 4 .  

    2 3 6 . 0  2      5 6 0 8 . 7 + x      5 . 5  1       E2                            0 . 3 2 8 α (exp)<0.70;  A2=+0.36 6 .  

    2 4 9 . 7  2      6 2 8 3 . 2 + x      1 . 3  4

    2 5 5 . 4  2      3 5 8 6 . 4 + x      5 . 2 ‡  6      M1                            1 . 1 0 6 α (exp)=1.6 7 ;  A2=+0.33 12 .  

Continued on next page (footnotes at end of  table)  
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   206Pb(13C,4n γγγγ)    1998St24 (continued)   

   γ (215Ra) (continued)   

Eγ† E(level) Iγ† Mult.# δ@ α Comments

    2 6 9 . 7  2      3 4 1 3 . 4 + x      9 . 8  1       D Iγ :   5 2  (1988Fu10) in 206Pb(12C,3nγ ) ,  E=67 

MeV. 

A2=–0.20 3 .  

    2 7 1 . 9  2      3 4 1 5 . 6 + x      4 . 2  2       M1                            0 . 9 3 0 α (exp)=1.4 4 ;  A2=–0.06 5 .  

    3 1 5 . 6  2      4 8 8 2 . 7 + x     1 2 . 0 ‡  5

    3 2 3 . 1  2      3 7 3 8 . 6 + x      6 . 2  2       E1                            0 . 0 2 9 8 α (exp)<0.48;  A2=–0.15 9 .  

    3 2 5 . 3  2      3 7 3 8 . 6 + x      0 . 8  2

    3 2 9 . 5  2      4 8 8 2 . 7 + x      1 . 4  3

    3 3 6 . 6  2      2 2 1 4 . 4        4 . 2  2       ( E1 )                          0 . 0 2 7 2 α (K)exp<0.27.  

    3 5 2 . 3  2      4 2 0 7 . 3 + x      1 . 0 ‡  2

    3 6 9 . 1  2      2 2 4 6 . 9        1 . 9  2       M2 +E3       1 . 0 7  + 2 5 – 2 0        0 . 8 1  9 α (K)exp=0.51 6 ;  α (L)exp=0.19 3 ;  

α (M)exp=0.08 2 .  

    4 0 7 . 4  2      3 7 3 8 . 6 + x     2 0 . 2  2       E1                            0 . 0 1 8 0 α (K)exp=0.024 5 ;  A2=–0.11 2 .  

    4 2 4 . 8  2      6 0 3 3 . 5 + x      1 . 8 ‡  4

    4 2 5 . 5  2      3 7 5 6 . 6 + x      6 . 9  2       E3                            0 . 2 4 0 α (K)exp=0.126 14 ;  α (L)exp=0.08 1 ;  

α (M)exp=0.04 1 ;  A2=+0.20 8 .  

    4 3 1 . 5  2      4 3 6 6 . 8 + x      7 . 9  2       E1                            0 . 0 1 5 9 7 α (exp)<0.07;  A2=–0.20 5 .  

    4 3 4 . 6  2      3 7 6 5 . 7 + x      1 . 3 ‡  2

    4 3 9 . 4  2      3 8 5 5 . 0 + x      1 . 4 ‡  2

    4 4 2 . 6  2      3 5 8 6 . 4 + x      0 . 5 ‡  2

    4 6 7 . 7  2      6 0 7 6 . 4 + x      1 . 0  2

    4 9 0 . 1  2      5 3 7 2 . 7 + x      6 . 3  2       D A2=–0.30 6 .  

    6 1 0 . 2  2      4 3 6 6 . 8 + x      8 . 0  4

    7 2 5 . 9  2      5 6 0 8 . 6 + x      2 . 3 ‡  4

    7 5 0 . 7  2      4 6 8 6 . 2 + x      2 . 2  1       ( Q ) A2=+0.25 12 .  

    7 7 3 . 0  2       7 7 3 . 0      1 0 0 . 0         E3                            0 . 0 4 0 4 α (K)exp=0.0239 7 ;  α (L)exp=0.0091 3 ;  

α (M)exp=0.0028 2 ;  A2=+0.12 2 .  

A2=+0.227 10 ;  A4=+0.002 16  (1988Fu10).  

 POL=–0.13 1  (1988Fu10).  

A2=+0.35 13 ;  A4=–0.26 22  (1983Lo16).  

    7 9 7 . 3  2      4 5 5 3 . 5 + x      8 . 3  2       ( Q ) A2=+0.39 6 .  

    8 0 5 . 7  2      5 3 7 2 . 7 + x      3 . 0  1       ( Q ) A2=+0.20 10 .  

    8 1 0 . 2  2      4 5 6 7 . 0 + x      3 . 2  1       ( E3 )                          0 . 0 3 5 9 A2=+0.74 9 .  

    8 4 1 . 9  2      3 0 8 8 . 8 + x     5 5 . 4  4       E1                            0 . 0 0 4 3 5 Iγ :   18 2  (1988Fu10) in 206Pb(12C,3nγ ) ,  

E=67 MeV. 

α (K)exp<0.013;  A2=–0.21 1 .  

    8 5 2 . 3  2      1 6 2 5 . 3       7 4 . 2  5       E1                            0 . 0 0 4 2 5 Iγ :   64 3  (1988Fu10) in 206Pb(12C,3nγ ) ,  

E=67 MeV; 86 9  (1983Lo16) in 
208Pb(13C,6nγ ) ,  E=95 MeV. 

α (K)exp=0.0046 4 ;  α (L)exp=0.0010 2 ;  

α (M)exp=0.00016 11 ;  A2=–0.09 1 .  

A2=–0.092 13 ;  A4=+0.001 21  (1988Fu10).  

A2=–0.18 2 ;  A4=–0.05 3  (1983Lo16).  

 POL=–0.04 2  (1988Fu10).  

   1 0 4 8 . 2  2      1 8 2 1 . 2       2 2 . 7  2       E3                            0 . 0 1 9 5 Iγ :   18 2  (1988Fu10) in 206Pb(12C,3nγ ) ,  

E=67 MeV. 

α (K)exp=0.0127 7 ;  α (L)exp=0.0059 5 ;  

α (M)exp=0.0037 10 ;  A2=+0.06 2 .  

A2=+0.13 4 ;  A4=+0.05 7  (1988Fu10).  

 POL=–0.04 5  (1988Fu10).  

 † From 206Pb(13C,4nγ )  (1998St24).  Energy uncertainty of  0.2 keV is assigned based on e–mail  reply of  Nov.  22,  2012 from T. Kibedi  

 ( in consultation with A.E. Stuchbery).  

 ‡ From γγ  coin data.  Transition is  weak or contaminated in singles data (1998St24).   

 § Transition implied by γγ  coin data (1998St24).  The transition energy is  from level–energy difference.   

 # From ce,  γ (θ )  and l inear polarization data.   

 @ Deduced by the evaluators from ce data in 1998St24.   
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    206Pb(13C,4n γγγγ)   1998St24 (continued)   

9/2+ 0.0 1.66 ms

15/2– 773.0 67.2 ns

17/2+ 1625.3

21/2+ 1821.2 25.0 ns

25/2+ 1877.8 7.29 μs

23/2+ 1994.5

25/2+ 2053.8

27/2(–) 2214.4

29/2– 2246.9 1.39 μs

31/2– 2246.9+x

33/2+ 3088.8+x

35/2+ 3143.7+x

37/2+ 3331.1+x

37/2– 3413.4+x

37/2+ 3415.6+x

37/2+ 3586.4+x

39/2– 3738.6+x

43/2– 3756.6+x 555 ns

3765.7+x

3855.0+x

43/2– 3935.4+x

4207.3+x

45/2+ 4366.8+x

47/2– 4553.5+x

49/2+ 4567.0+x 10.47 ns

47/2– 4686.2+x

51/2– 4882.7+x

53/2+ 5372.7+x

55/2– 5608.6+x

57/2+ 5608.7+x 1.66 ns

(57/2+) 6033.5+x

(59/2+) 6076.4+x

(61/2+) 6283.2+x

  Level Scheme  

Intensities:  relative Iγ
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    Adopted Levels, Gammas   

Q(β–)=–4891 15 ;  S(n)=8485 20 ;  S(p)=1351 13 ;  Q(α )=7746 3   2012Wa38. 

 S(2n)=16270 50 ,  S(2p)=4994 13  (2012Wa38).  

  

 215Ac evaluated by A.K. Jain, S.  Singh, B. Singh, N. Kaur,  S. Lakshami, B. Maheshwari .  

  

 States in 215Ac have been interpreted in terms of  the shell  model configurations h9/2,  f7/2,  and i13/2 available for 

 the seven protons beyond closed shell  (Z=82) (1983De08).  

 2003Ca21: large–scale shell  model calculations were performed for 215Ac employing the computer code NATHAN with 

 using modified Kuo–Herling interaction.  Additional low–lying levels are predicted in these calculations which have 

 not been observed experimentally.  

 2013Ba29: measured experimental isomer production ratio in 9Be(238U,X) reaction at E=1 GeV/nucleon (2013Ba29) using 

 the FRS, RISING gamma detector array,  and TOF arrangement at GSI facil ity.  

   215Ac Levels   

Cross Reference (XREF) Flags 

A  219Pa α  Decay (53 ns)   

B  204Pb(15N,4nγ )   

E(level)† Jπ‡ XREF T1/2
§ Comments

      0 . 0       9 / 2 –       AB        0 . 1 7  s  1 %α=99.91 2 ;  %ε+%β+=0.09 2  (1968Va04).  

%ε+%β+:   from observation of  an 8.70 MeV 2  α  group assigned to 215Ra (1968Va04).  

T1/2:   from 1968Va04. 

Jπ :   favored α  decay (HF=1.3) to 211Fr (Jπ=9/2–).  

   1 3 1 7 . 0  5     ( 1 3 / 2 – )     B  Configuration=π1h9/2
7.  

   1 6 2 1 . 0  7     ( 1 7 / 2 – )     B       3 0  n s  1 0 μ=7.82 16  (1983De08,1989Ra17).  

μ :   7.74 9  from g factor=0.910 10  (TDPAD,1983De08).  1989Ra17 (also 2011StZZ) 

compilation l ists 7.82 16 .  It  appears that 1989Ra17 applied upward correction of  

1% and doubled the uncertainty,  probably based on estimated diamagnetism and 

Knight shift  of  0±1% by 1983De08. 

 Configuration=π1h9/2
7.  

   1 7 9 6 . 0 #  9    ( 2 1 / 2 – )     B      1 8 5  n s  3 0 μ=9.66 20  (1983De08,1989Ra17).  

 Configuration=π1h9/2
7.  

μ :   9.56 11  from g factor=0.910 10  (TDPAD,1983De08).  1989Ra17 (also 2011StZZ) 

compilation l ists 9.66 20 .  It  appears that 1989Ra17 applied upward correction of  

1% and doubled the uncertainty,  probably based on estimated diamagnetism and 

Knight shift  of  0±1% by 1983De08. 

   1 7 9 6 . 0 + x     ( 2 3 / 2 – )     B E(level) :   x=50 50 ,  extrapolated from Eγ=511 keV in 211At,  and Eγ=265 keV in 213Fr.  

 Configuration=π1h9/2
6⊗π2f7/2

1.  

   2 4 3 8 + x #      ( 2 9 / 2 + )     B      3 3 5  n s  1 0 μ=15.13 30  (1983De08,1989Ra17).  

Jπ :   B(E3)(W.u.)=24.7 9  is  similar to that of  the corresponding E3 transition in 
213Fr,  and typical  of  fast E3 transitions in this region.  The strength 

enhancement of  such transitions is  due to the coupling with octupole vibrations 

in the  even core nucleus.  

μ :   14.98 15  from g factor=1.033 10  (TDPAD,1983De08).  1989Ra17 (also 2011StZZ) 

compilation l ists 15.13 30 .  It  appears that 1989Ra17 applied upward correction 

of  1% and doubled the uncertainty,  probably based on estimated diamagnetism and 

Knight shift  of  0±1% by 1983De08. 

 Configuration=π1h9/2
6⊗π1i13/2

1.  

 † From γ–ray energies.   

 ‡ Assignments are based on γ (θ )  data,  the analogy with the corresponding levels in the N=126 isotones 211At and 213Fr,  and also  

 on the agreement of  experimental g–factors with shell–model predictions ( i .e .  constant values for h9/2 states) .  

 § From γ (t)  in 204Pb(15N,4nγ ) .   

 # Measured isomer yield ratio:  Rexp=20 4  for 1796,  21/2– level  and 20 5  for 2438+x, (29/2+) level  (2013Ba29) in 9Be(238U,X)  

 reaction at 1 GeV/nucleon,  where Rexp=Y/(NimpFG),  Nimp is  number of  implanted ions,  Y is  the isomeric yield,  F and G are 

 correction factors for in–fl ight isomer decay losses and the f inite detection time of  the γ  radiation,  respectively.  Comparison 

 of  measured yield ratios with theoretical  values calculated by using ABRABLA Monte–Carlo code.  
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   Adopted Levels, Gammas (continued)   

   γ (215Ac)   

E(level) Eγ† Iγ† Mult.‡ α Comments

   1 3 1 7 . 0      1 3 1 7 . 0  5    1 0 0    ( E2 )      0 . 0 0 5 6 7

   1 6 2 1 . 0       3 0 4 . 0  5    1 0 0    ( E2 )      0 . 1 5 3 8 B(E2)(W.u.)=0.08 3 .  

   1 7 9 6 . 0       1 7 5 . 0  5    1 0 0    ( E2 )      1 . 0 2 1  1 9 B(E2)(W.u.)=0.119 20 .  

   1 7 9 6 . 0 + x        x Eγ :   x=50 50  (1983De08).  

   2 4 3 8 + x       6 4 2 . 0  5    1 0 0    ( E3 )      0 . 0 7 0 2 B(E3)(W.u.)=27.4 9 .  

 † From 204Pb(15N,4nγ ) .   

 ‡ From γ (θ ) ,  and comparison with the corresponding transitions in N=126 isotones 211At and 213Fr.  All  multipolarities are assumed  

 as stretched.  

    219Pa αααα  Decay (53 ns)   1987FaZS   

 Parent 219Pa: E=0.0;  Jπ=9/2–;  T1/2=53 ns 10 ;  Q(g.s. )=10080 50 ;  %α  decay≈100. 

 219Pa–J,T1/2:  From 219Pa Adopted Levels in ENSDF database.  

 219Pa–E: Assumed as the g.s.  In 219Pa Adopted Levels in ENSDF database,  value is  l isted as 0+x.  

 219Pa–Q(α ) :  From 2012Wa38. 

 1987FaZS: 219Pa was produced by 204Pb(19F,4n),  E=100 MeV. Assignment of  this activity to 219Pa is based on 

 excitation functions,  and on the systematics of  α–particle energies and half–lives for other protactinium 

 isotopes.  Measured Eα .  Detector:  annular system of  gas detectors.  

 2001Ni06:  production of  219Pa in Ce(82Se,X),  E(c.m.)=215–253 MeV; measured cross section.  

 2005Li17:  production of  219Pa in Be(238U,X),  E=1 GeV/nucleon;  measured cross section.  

   215Ac Levels   

E(level) Jπ T1/2 Comments

   0 . 0         9 / 2 –    0 . 1 7  s  1 Jπ ,T1/2:   From Adopted Levels.  

   α  radiations   

Eα E(level) Iα‡ HF†

   9 9 0 0  5 0    0 . 0         1 0 0    ≈ 1 . 0

 † Using r0(215Ac)≈1.54,  interpolated value from r0(214Ra)=1.554 9 ,  and r0(216Th)≈1.52 (1998Ak04).   

 ‡ For α  intensity per 100 decays,  multiply by ≈1.00.   

    204Pb(15N,4n γγγγ)   1983De08   

 1983De08: target:  99.7% enriched 204Pb, E(15N)=84 MeV. Measured Eγ ,  Iγ ,  γγ  coin.  Measured γ–ray differential  

 perturbed angular distributions (TDPAD),  level  half–lives,  and g–factors.  Measured γ  rays in coincidence with 

 delayed α  particles.  Deduced transition multipolarities.  

 Others:  

 2006Po01: measured yield of  330–ns isomer of  215Ac in 9Be(238U,X) reaction at E=900 MeV/nucleon.  Experiment 

 performed at GSI facil ity using the FRS fragment separator.  Measured experimental ratio (Rexp)=4.8 12 ,  where 

 Rexp=Y/(NimpFG),  where Nimp is  number of  implanted ions,  Y is  the isomeric yield,  F and G are correction factors 

 for in–fl ight isomer decay losses and the f inite detection time of  the γ  radiation,  respectively.  Comparison of  

 measured yields with theoretical  yields calculated by ABRABLA Monte–Carlo code.  Using similar experimental 

 arrangement,  2013Ba29 measured Rexp)=20 4  for (29/2+) isomer at 2438+x,  and 20 5  for 21/2– isomer at 1796 keV. 

 2005Li17:  measured yield of  215Ac in 9Be(238U,X) reaction at E=1 GeV/nucleon.  Experiment performed at GSI facil ity 

 using the FRS fragment separator.  

 2000He17: observed γα  coincidences from 215Ac at GSI facil ity by using UNILAC accelerator beams of  51V, 50Ti,  22Ne, 

 and 12C with targets of  170Er,  208Pb, and 209Bi.  
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   204Pb(15N,4n γγγγ)    1983De08 (continued)   

   215Ac Levels   

 The g–factors given from 1983De08 are uncorrected for diamagnetism and Knight shift .  From similar systems, the 

 authors estimate this correction as 0±1%. 

E(level)† Jπ‡ T1/2
§ Comments

      0 . 0       9 / 2 –

   1 3 1 7 . 0  5     1 3 / 2 –

   1 6 2 1 . 0  7     1 7 / 2 –       3 0  n s  1 0 g=0.910 10  (1983De08).  

   1 7 9 6 . 0 #  9    2 1 / 2 –      1 8 5  n s  3 0 g=0.910 10  (1983De08).  

   1 7 9 6 . 0 + x     ( 2 3 / 2 – ) E(level) :   x=50 50 ,  extrapolated from Eγ=511 keV in 211At,  and Eγ=265 keV in 213Fr.  

   2 4 3 8 + x #      ( 2 9 / 2 + )    3 3 5  n s  1 0 g=1.033 10  (1983De08).  

 † From γ–ray energies;  x=50 keV 50 ,  extrapolated from Eγ=511 keV in 211At,  and Eγ=265 keV in 213Fr.   

 ‡ From 1983De08.  

 § From γ (t)  (1983De08) unless otherwise noted.   

 # Measured isomer yield ratio:  Rexp=20 4  for 1796,  21/2– level  and 20 5  for 2438+x, (29/2+) level  (2013Ba29) in 9Be(238U,X)  

 reaction at 1 GeV/nucleon,  where Rexp=Y/(NimpFG),  Nimp is  number of  implanted ions,  Y is  the isomeric yield,  F and G are 

 correction factors for in–fl ight isomer decay losses and the f inite detection time of  the γ  radiation,  respectively.  Comparison 

 of  measured yield ratios with theoretical  values calculated by using ABRABLA Monte–Carlo code.  

   γ (215Ac)   

 The assignment of  γ  rays to 215Ac was based on the measurement of  coincident Ac x rays,  of  delayed α  particles ( from 

 215Ac and 216Ac,  with a ratio of  2:1) ,  and on the level  systematics of  analogous levels in the l ighter isotones 

 211At and 213Fr.  

Eγ E(level) Mult.† α Comments

       x       1 7 9 6 . 0 + x Eγ :   x=50 50  (1983De08).  

    1 7 5 . 0  5    1 7 9 6 . 0      ( E2 )      1 . 0 2 1  1 9 A2=+0.31 10 .  

    3 0 4 . 0  5    1 6 2 1 . 0      ( E2 )      0 . 1 5 3 8 A2=+0.33 10 .  

    6 4 2 . 0  5    2 4 3 8 + x      ( E3 )      0 . 0 7 0 2 A2=+0.52 3 .  

   1 3 1 7 . 0  5    1 3 1 7 . 0      ( E2 )      0 . 0 0 5 6 7 A2=+0.31 10 .  

 † From γ (θ ) ,  and comparison with the corresponding transitions in 211At and 213Fr.  All  multipolarities are assumed as stretched.   

9/2– 0.0

13/2– 1317.0

17/2– 1621.0 30 ns

21/2– 1796.0 185 ns

(23/2–) 1796.0+x

(29/2+) 2438+x 335 ns

  Level Scheme  
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    Adopted Levels, Gammas   

Q(β–)=–6950 70 ;  S(n)=7862 18 ;  S(p)=2812 18 ;  Q(α )=7665 4   2012Wa38. 

 S(2n)=17340 70 ,  S(2p)=4014 22 ,  Q(εp)=3540 10  (2012Wa38).  

  

 215Th evaluated by B. Singh .  

  

 1968Va18: activity was produced by 206Pb(16O,7n),  E=90–160 MeV, and identif ied by excitation functions,  genetic 

 relationship to daughter nuclei ,  and agreement with α–particle energy decay systematics.  

 2000He17: activity was produced by 170Er(51V,p5n),  E=214–286 MeV, and separated from the beam with a velocity 

 f i lter.  The activity was identif ied by excitation functions,  and by its genetic relationship to daughter nuclei .  

 Measured Eα ,  αγ  coin.  Detectors:  Ge,  Si .  

 2007Le14: 215Th produced in 182W(40Ar,X),  E=191,197 MeV at JYFL, Jyvaskyla facil ity,  RITU separator,  GREAT 

 spectrometer for particle detection.  Measured α–particle spectrum and half–li fe.  

   215Th Levels   

Cross Reference (XREF) Flags 

A  219U α  Decay (42 μs)   

B  170Er(50Ti,5nγ )   

E(level) Jπ XREF T1/2 Comments

      0 . 0        ( 1 / 2 – )    AB      1 . 2  s  2 %α=100. 

No ε  decay observed (<1.5% in 1968Va18).  

T1/2:  from 1968Va18. Other:  0.63 s +126–21  (2007Le14).  

Jπ :  from α–decay systematics of  N=125, Jπ=1/2– isotones 209Po,  211Rn, and 213Ra. 

These nuclei  strongly populate a 5/2– g.s. ,  and, 1/2– and 3/2– excited states.  

The hindrance factors for 215Th α  decay are:  7.0 (5/2–),  2.0 (1/2–),  and 7.8 

(3/2–),  using r0(211Ra)=1.479,  from adjacent even–even nuclei .  

Expected shell–model configuration=πp1/2.  

    5 6 0 . 8  2      ( 5 / 2 – )     B Jπ :   from systematics of  neighboring nuclides (2005Ku31).  

   1 4 2 1 . 3 †  3     †          B

   1 4 2 1 . 3 + x ? †    †          B      0 . 7 7  μ s  6 %IT≈100. 

T1/2:   from γ (t)  (2005Ku31) in 170Er(50Ti,5nγ ) .  

 † From comparison of  energies and half–lives of  9/2– isomers in neighboring nuclei ,  9/2– is  ruled out.  Two possibil it ies have  

 been discussed by 2005Ku31: 860.5γ  may be E3 transition from 11/2+ to 1/2–,  which gives half–li fe consistent with Weisskopf 

 estimates;  or there is  a level  above 1421.3 keV from which a low–energy highly converted transition is  omitted.  2005Ku31 could 

 not rule out any of  these two possibil it ies.  

   γ (215Th)   

E(level) Eγ

    5 6 0 . 8       5 6 0 . 8  2

   1 4 2 1 . 3       8 6 0 . 5  2

   1 4 2 1 . 3 + x ?       x

    219U αααα  Decay (42 μμμμs)   1993An07,1994Ye08   

 Parent 219U: E=0.0;  Jπ=(9/2+);  T1/2=42 μs +34–13 ;  Q(g.s. )=9940 50 ;  %α  decay=100. 

 219U–T1/2:  From 219U Adopted Levels.  Other:  0.08 s 10–3  (2007Le14).  

 219U–J: Proposed by 2007Le14 based on hindered α  decays in N=127 isotones.  

 219U–Q(α ) :  From 2012Wa38. 

 1993An07: 219U produced and identif ied in 197Au(27Al,X),  reaction at E=5.5 MeV/nucleon;  measured Eα ,  Iα ,  

 αα–correlation;  deduced half–li fe,  Q value for α  decay.  

 2007Le14 (also 2005Le42):  219U produced in 182W(40Ar,X),  E=191,197 MeV at JYFL, Jyvaskyla facil ity,  RITU separator,  

 GREAT spectrometer for particle detection.  Measured α–particle spectrum and half–li fe.  

 No HF deduced since r0 parameter for 216Th is not known. 
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   219U αααα  Decay (42 μμμμs)    1993An07,1994Ye08 (continued)   

   215Th Levels   

E(level) Jπ T1/2 Comments

   0 . 0         ( 1 / 2 – )    1 . 2  s  2 Jπ ,T1/2:   from Adopted levels.  

   α  radiations   

Eα E(level) Iα† Comments

   9 7 7 4  1 8    0 . 0         1 0 0 Eα :   from 2007Le14. Other:  9680 40  (1993An07).  

 † Absolute intensity per 100 decays.   

    170Er(50Ti,5n γγγγ)   2005Ku31   

 2005Ku31: E=4.35 MeV/nucleon.  215Th recoils  were separated from the beam using a velocity f i lter SHIP at GSI 

 facil ity and implanted into a position–sensitive 16–strip PIPS semiconductor detector.  Measured Eγ ,  Iγ ,  

 (recoil )–γ–α–γ  correlations and coincidences using Clover Ge detector for γ  rays.  

   215Th Levels   

E(level) Jπ T1/2 Comments

      0 . 0        ( 1 / 2 – )

    5 6 0 . 8  2      ( 5 / 2 – ) Jπ :   from systematics of  neighboring nuclides.  

   1 4 2 1 . 3 †  3     †

   1 4 2 1 . 3 + x ? †    †         0 . 7 7  μ s  6 T1/2:   from γ (t)  (2005Ku31).  

 † From comparison of  energies and half–lives of  9/2– isomers in neighboring nuclei ,  9/2– is  ruled out.  Two possibil it ies have  

 been discussed by 2005Ku31: 860.5γ  may be E3 transition from 11/2+ to 1/2–,  which gives half–li fe consistent with Weisskopf 

 estimates;  or there is  a level  above 1421.3 keV from which a low–energy highly converted transition is  omitted.  2005Ku31 could 

 not rule out any of  these two possibil it ies.  

   γ (215Th)   

 Delayed γ  rays of  560.8 and 860.5 keV seen in γγ  coin and in (recoil ) (γ ) (α  from 215Th decay) coin.  

Eγ E(level)

      x       1 4 2 1 . 3 + x ?

   5 6 0 . 8  2     5 6 0 . 8

   8 6 0 . 5  2    1 4 2 1 . 3
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    Adopted Levels   

S(n)=9690 110 ;  S(p)=130 70 ;  Q(α )=8240 50   2012Wa38. 

 S(2n)=17940 100 ,  S(2p)=2870 90 ,  Q(εp)=4140 70  (2012Wa38).  

  

 215Pa evaluated by B. Singh .  

  

 1979Sc09: 215Pa activity was produced by 181Ta(40Ar,6n),  E=165–202 MeV, and separated from the beam with a velocity 

 f i lter.  The activity was identif ied by excitation functions,  and by its genetic relationship to daughter nuclei .  

 Measured Eα .  Detector:  semi.  

 1999Bo52: yield of  215Pa measured in 197Au(24Mg,X),  E<176 MeV. 

 2000He17 (also 1996An21):  215Pa activity was produced by 170Er(51V,6n),  E=214–286 MeV, separated from the beam with 

 a velocity f i lter,  and implanted into a 16–strip semiconductor detector.  The activity was identif ied by its 

 genetic relationship to daughter nuclei .  Measured Eα ,  half–li fe.  

   215Pa Levels   

E(level) T1/2 Comments

   0 . 0         1 4  ms  2 %α=100. 

%ε+%β+<6% (theoretical ,1997Mo25).  

T1/2:  from 2000He17. Other value:  14 ms +20–3  (1979Sc09) is  in agreement but less precise.  

Jπ :   9/2– from systematics (2012Au07),  13/2+ from theoretical  prediction (1997Mo25).  
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Abstract

The preponderance of matter over antimatter in the early Universe, the dynamics of the
supernova bursts that produced the heavy elements necessary for life and whether protons
eventually decay — these mysteries at the forefront of particle physics and astrophysics are
key to understanding the early evolution of our Universe, its current state and its eventual fate.
The Long-Baseline Neutrino Experiment (LBNE) represents an extensively developed plan for
a world-class experiment dedicated to addressing these questions.

Experiments carried out over the past half century have revealed that neutrinos are found in
three states, or flavors, and can transform from one flavor into another. These results indicate
that each neutrino flavor state is a mixture of three different nonzero mass states, and to date
offer the most compelling evidence for physics beyond the Standard Model. In a single experi-
ment, LBNE will enable a broad exploration of the three-flavor model of neutrino physics with
unprecedented detail. Chief among its potential discoveries is that of matter-antimatter asym-
metries (through the mechanism of charge-parity violation) in neutrino flavor mixing — a step
toward unraveling the mystery of matter generation in the early Universe. Independently, deter-
mination of the unknown neutrino mass ordering and precise measurement of neutrino mixing
parameters by LBNE may reveal new fundamental symmetries of Nature.

Grand Unified Theories, which attempt to describe the unification of the known forces,
predict rates for proton decay that cover a range directly accessible with the next generation
of large underground detectors such as LBNE’s. The experiment’s sensitivity to key proton
decay channels will offer unique opportunities for the ground-breaking discovery of this phe-
nomenon.

Neutrinos emitted in the first few seconds of a core-collapse supernova carry with them the
potential for great insight into the evolution of the Universe. LBNE’s capability to collect and
analyze this high-statistics neutrino signal from a supernova within our galaxy would provide
a rare opportunity to peer inside a newly-formed neutron star and potentially witness the birth
of a black hole.

To achieve its goals, LBNE is conceived around three central components: (1) a new, high-
intensity neutrino source generated from a megawatt-class proton accelerator at Fermi National
Accelerator Laboratory, (2) a fine-grained near neutrino detector installed just downstream of
the source, and (3) a massive liquid argon time-projection chamber deployed as a far detec-
tor deep underground at the Sanford Underground Research Facility. This facility, located at
the site of the former Homestake Mine in Lead, South Dakota, is ∼1,300 km from the neu-
trino source at Fermilab — a distance (baseline) that delivers optimal sensitivity to neutrino
charge-parity symmetry violation and mass ordering effects. This ambitious yet cost-effective
design incorporates scalability and flexibility and can accommodate a variety of upgrades and
contributions.

With its exceptional combination of experimental configuration, technical capabilities, and
potential for transformative discoveries, LBNE promises to be a vital facility for the field
of particle physics worldwide, providing physicists from institutions around the globe with
opportunities to collaborate in a twenty to thirty year program of exciting science.
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How to Read this Document

The LBNE science document is intended to inform a diverse readership about the goals and capa-
bilities of the LBNE experiment. Your approach to reading this document will depend upon your
purpose as well as your level of knowledge about high energy and neutrino physics.

The colored boxes distributed throughout the document highlight the important take-away
points. They are integral to the document, but to the extent possible, are written in language
accessible to the nonscientist.

The three chapters Chapter 1 Introduction and Executive Summary, Chapter 3 Project and Design
and Chapter 9 Summary and Conclusion together provide a comprehensive overview of LBNE’s
scientific objectives, its place in the landscape of neutrino physics experiments worldwide, the
technologies it will incorporate and the capabilities it will possess. Much of the information in these
chapters is accessible to the lay reader, but of course, the scientific concepts, goals and methods
around which LBNE is designed are by their nature highly specialized, and the text in certain
sections is correspondingly technical.

In Chapter 2 The Science of LBNE, the initial paragraphs in each section provide some introductory
information, but in general this chapter assumes a working knowledge of high energy physics and,
ideally, familiarity with neutrino physics.

The three chapters that delve into the areas corresponding to the scientific objectives of LBNE:
Chapter 4 Neutrino Mixing, Mass Hierarchy and CP Violation, Chapter 5 Nucleon Decay Moti-
vated by Grand Unified Theories and Chapter 6 Core-Collapse Supernova Neutrinos, assume a
working knowledge of high energy physics and particle astrophysics. This is also true of Chap-
ter 7 Precision Measurements with a High-Intensity Neutrino Beam and Chapter 8 Additional Far
Detector Physics Opportunities, as well as the appendices.
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Chapter
1

Introduction and
Executive Summary

The Long-Baseline Neutrino Experiment (LBNE) will provide a unique, world-leading pro-
gram for the exploration of key questions at the forefront of particle physics and astro-
physics.

Chief among its potential discoveries is that of matter-antimatter symmetry violation in neu-
trino flavor mixing — a step toward unraveling the mystery of matter generation in the early
Universe. Independently, determination of the neutrino mass ordering and precise measure-
ment of neutrino mixing parameters by LBNE may reveal new fundamental symmetries of
Nature.

To achieve its ambitious physics objectives as a world-class facility, LBNE has been con-
ceived around three central components:

1. an intense, wide-band neutrino beam

2. a fine-grained near neutrino detector just downstream of the neutrino source

3. a massive liquid argon time-projection chamber (LArTPC) deployed as a far neutrino
detector deep underground, 1,300 km downstream; this distance between the neutrino
source and far detector — the baseline — is measured along the line of travel through
the Earth

The neutrino beam and near detector will be installed at the Fermi National Accelerator
Laboratory (Fermilab), in Batavia, Illinois. The far detector will be installed at the Sanford
Underground Research Facility in Lead, South Dakota.

The location of its massive high-resolution far detector deep underground will enable LBNE
to significantly expand the search for proton decay as predicted by Grand Unified Theories,
as well as study the dynamics of core-collapse supernovae through observation of their
neutrino bursts, should any occur in our galaxy during LBNE’s operating lifetime.

The near neutrino detector will enable high-precision measurements of neutrino oscillations,
thereby enhancing the sensitivity to matter-antimatter symmetry violations and will exploit
the potential of high-intensity neutrino beams as probes of new physics.

With its extensively developed design and flexible configuration, LBNE provides a blueprint
for an experimental program made even more relevant by recent neutrino mixing parameter
measurements.
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2 1 Introduction and Executive Summary

1.1 Overview

Although neutrinos are the most abundant of known matter particles (fermions) in the Universe,
their properties are the least well understood. The very existence of neutrino mass constitutes
evidence of physics beyond the Standard Model. Understanding the nature of neutrinos has conse-
quently become an essential goal for particle physics.

Observations of oscillations of neutrinos from one type (flavor) to another in numerous recent ex-
periments have provided evidence for neutrino flavor mixing and for small, but nonzero, neutrino
masses. The framework characterizing these observations is similar to that describing correspond-
ing phenomena in the quark sector, but with a very different pattern of mixing angle values. As
in the quark case, this framework involves a phase parameter, δCP, that changes sign under com-
bined charge conjugation and parity (CP) reversal operations and thus would lead to CP symmetry-
violating asymmetries between the pattern of oscillations for neutrinos and antineutrinos. While
groundbreaking on its own, the observation of such asymmetries would also provide an experimen-
tal underpinning for the basic idea of leptogenesis∗ as an explanation for the Baryon Asymmetry
of the Universe (BAU).

Neutrino oscillation data so far tell us about differences in the squared masses of the neutrino
mass states, and about the sign of the mass-squared difference between two of the states, but not
about the difference of those with respect to the third, which may be heavier (normal ordering) or
lighter (inverted ordering) than the other two. Resolving this neutrino mass hierarchy ambiguity,
along with precise measurements of neutrino mixing angles, would have significant theoretical,
cosmological and experimental implications. One important consequence of mass hierarchy deter-
mination, in particular, would be the impact on future experiments designed to determine whether
— uniquely among the fundamental fermions — neutrinos are their own antiparticles, so-called
Majorana particles. Though long suspected, this hypothesis that neutrinos are Majorana particles
has yet to be either established or ruled out. Strong evidence for the inverted hierarchy would estab-
lish conditions required by the next generation of neutrinoless double-beta decay searches to settle
this question even with a null result (no observation). Because the forward scattering of neutrinos
in matter alters the oscillation pattern in a hierarchy-dependent way, the long baseline of LBNE —
with the neutrinos traveling through the Earth’s mantle — enables a decisive determination of the
hierarchy, independent of the value of δCP.

Additionally, the high-precision determination of oscillation parameters such as mixing angles and
squared-mass differences will provide insight into the differences between the quark and lepton
mixing patterns, which is necessary for deciphering the flavor structure of physics in the Standard
Model. Taken together, the above suite of measurements will thoroughly test the standard three-
neutrino flavor paradigm that guides our current understanding, and will provide greatly extended

∗Leptogenesis refers to the mechanisms that generated an asymmetry between leptons and antileptons in the early
Universe, described in Section 2.2.1.
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1.1 Overview 3

sensitivity to signatures for nonstandard neutrino interactions in matter.

The arena of non-accelerator physics using massive underground detectors such as the LBNE far
detector is also ripe with discovery potential. The observation of nucleon decay would be a wa-
tershed event for the understanding of physics at high energy scales. Neutrinos from supernovae
are expected to provide key insights into the physics of gravitational collapse, and may also reveal
fundamental properties of the neutrino.

Among massive detectors designed for neutrino and nucleon decay physics, the LArTPC technol-
ogy offers unmatched capabilities for position and energy resolution and for high-precision recon-
struction of complex interaction topologies over a broad energy range. It also provides a compact,
scalable approach for achieving the required sensitivity to the primary physics signatures to be
explored by LBNE. As these capabilities are also important for non-accelerator neutrino physics,
LBNE will complement the large, underground water Cherenkov and/or scintillator-based detec-
tors that may be operating in parallel. LArTPC detectors are especially well-suited to proton decay
modes such as the supersymmetry-favored p → K+ν mode, uniquely providing detection effi-
ciency and background rejection sufficient to enable a discovery with a single well-reconstructed
event. With regard to supernova-neutrino detection, liquid argon detectors are primarily sensitive
to the νe component of the flux, while νe interactions dominate for water and scintillator-based
detectors. Thus, LBNE will be sensitive to different features of the supernova-neutrino production
process. Finally, the LArTPC technology opens up an avenue for precision studies of oscillation
physics with atmospheric neutrinos, thereby augmenting the results of the beam-based measure-
ments at the core of the experiment.

The highly capable near detector will measure the absolute flux and energy scales of all four
neutrino species in the LBNE beam, as well as neutrino cross sections on argon, water, and other
nuclear targets in the beam’s energy range. These measurements are needed to attain the ultimately
desired precision of the oscillation parameter measurements. Additionally, the near detector will
enable a broad range of precision neutrino-interaction measurements, thereby adding a compelling
scientific program of its own.

The unique combination in LBNE of a 1,300−km baseline, exceptional resolution, large target
mass and deep underground location offers opportunity for discovery of entirely unanticipated
phenomena. History shows that ambitious scientific endeavors with leading-edge instruments have
often been rewarded with unexpected signatures of new physics.

LBNE is an extensively developed experiment whose execution will have substantial impact on the
overall direction of high energy physics (HEP) in the U.S. The U.S. Department of Energy (DOE)
has endorsed the science objectives of LBNE, envisioning the experiment as a phased program,
and has given first stage (CD-1) approval with a budget of $867M toward the initial phase. The
science scope of this and subsequent phases will depend on the level of investment by additional
national and international partners.

The Long-Baseline Neutrino Experiment



4 1 Introduction and Executive Summary

This document outlines the LBNE physics program and how it may evolve in the context of long-
term planning studies [1]. The physics reach of this program is summarized under scenarios that are
consistent with short-, medium- and long-term considerations. The general conclusions regarding
the scientific capabilities of LBNE in a phased program are twofold:

1. A full-scope LBNE will provide an exciting broad-based physics program with exceptional
capabilities for all of the identified core physics objectives, and many additional ones.

2. A first phase with a LArTPC far detector of fiducial† mass 10 kt‡ or greater will substantially
advance the field of neutrino oscillation physics while laying the foundations for a broader
physics program in a later phase.

Section 1.2 provides the context for development of LBNE as a phased program that maintains
flexibility for enhancements in each of its stages through the contributions of additional partners.
The physics reach of LBNE at various stages is summarized in Section 1.3.

†In neutrino experiments, not all neutrino interactions in the instrumented (active) volume of a detector are used for
physics studies. Only interactions that are well contained within the instrumented volume are used. The smaller volume
of detector that encompasses the neutrino interactions is known as the fiducial volume and the target mass contained
within it is known as the fiducial mass. Unless otherwise noted, this document will use fiducial mass to characterize
the far detector size.
‡The kt refers to a metric kiloton, equivalent to 1,000 kg.
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1.2 Development of a World-Class Experiment 5

1.2 Development of a World-Class Experiment

To achieve the transformative physics goals of LBNE in an era of highly constrained funding
for basic research in the U.S., the conceptual design has evolved so as to provide a scalable,
phased and global approach, while maintaining a U.S. leadership role as the host for a global
facility. International partnerships are being actively pursued to both enhance and accelerate
the LBNE Project.

LBNE’s primary beamline is designed to operate initially with a beam power of 1.2 MW,
upgradable to 2.3 MW. This beamline extracts protons with energies from 60 to 120 GeV
from the Fermilab Main Injector. The protons collide with a target to generate a secondary
beam of charged particles, which in turn decay to generate the neutrino beam.

The liquid argon TPC far detector technology combines fine-grained tracking with total
absorption calorimetry. Installed 4,850 ft underground to minimize backgrounds, this detec-
tor will be a powerful tool for long-baseline neutrino oscillation physics and underground
physics such as proton decay, supernova neutrinos and atmospheric neutrinos. The far de-
tector design is scalable and flexible, allowing for a phased approach, with an initial fiducial
mass of at least 10 kt and a final configuration of at least 34 kt.

A high-precision near detector is planned as a separate facility allowing maximal flexibility
in phasing and deployment.

The concept of a high-intensity neutrino beam directed toward a distant, massive underground
detector to simultaneously investigate the nature of the neutrino, proton decay and astrophysi-
cal sources of neutrinos has been under serious investigation since the late 1990s [2,3,4,5,6,7,8,9].
Since that time both the science goals and concepts for implementation have been the subject of in-
tense study and review by distinguished panels. These panels include the National Academies Neu-
trino Facilities Assessment Committee in 2003 [10], the National Science and Technology Council
Committee on Science in 2004 [11], the National Academies EPP2010 panel in 2006 [12], the
HEPAP/NSAC Neutrino Scientific Assessment Group in 2007 [13], the HEPAP Particle Physics
Project Prioritization Panel (P5) in 2008 [14], the National Academies ad hoc Committee to Assess
the Science Proposed for DUSEL in 2011 [15], and most recently the HEPAP Facilities Subpanel
in 2013 [16]. High-level studies performed in Europe and Asia have come to similar conclusions
(e.g., [17]) about the merits and feasibility of such a program.

The Long-Baseline Neutrino Experiment



6 1 Introduction and Executive Summary

1.2.1 Long-Term Vision

LBNE as described in this document has been developed by a collaboration formally established in
2009, which currently comprises over 475 collaborators from over 80 institutions in six countries.
In January 2010 the DOE formally recognized the LBNE science objectives with approval of the
mission need statement (CD-0) [18]. This action established LBNE as a DOE project. Fermilab
has recognized LBNE as a central component of its long-term future program.

The central role of LBNE within the U.S. particle physics program has been acknowledged in other
documents prepared for the 2013 particle physics community planning exercise [1], including the
Project X Physics Book [19] and the reports from Intensity Frontier working groups on neutrino
physics [20] and baryon number violation [21].

The LBNE conceptual design reflects a flexible and cost-effective approach to next-generation neu-
trino physics experiments that maintains a world-leadership role for the U.S. over the long term.
The full-scope LBNE includes a 34−kt fiducial mass (50−kt total) far detector located in a new ex-
perimental area to be excavated at the 4,850-ft level of the Sanford Underground Research Facility§

in the former Homestake Mine, and a fine-grained near neutrino detector located on the Fermilab
site. Simultaneous construction of a new neutrino beamline at Fermilab would permit operation
with an initial beam power of 1.2 MW, enabled by upgrades to the front end of the accelerator
complex carried out within the Proton Improvement Plan-II (PIP-II) program [22]. In anticipation
of potential enhancements beyond PIP-II [23], the beamline is designed to support upgrades to
accommodate a beam power of 2.3 MW. The 1,300−km baseline is in the optimal range for the
neutrino oscillation program. The cosmic ray shielding provided by the deep underground site for
the far detector enables the non-accelerator portion of the physics program, including proton decay
searches, detailed studies of neutrino bursts from galactic supernovae, and precision analyses of
atmospheric-neutrino samples.

The overall physics reach of LBNE is predominantly limited by detector mass. From the outset,
a guiding principle of the far detector design has been scalability. The conceptual design for the
full-scope detector, consisting of two identical 17−kt (25−kt total) TPC modules housed within
separate vessels (cryostats), employs technology developed by the liquefied natural gas (LNG)
storage and transport industry. The TPC modules themselves consist of arrays of modular anode
and cathode plane assemblies (APAs and CPAs) that are suspended from rails affixed to the top
of the cryostats. The APA/CPA dimensions are chosen for ease of transportation and installation.
The modularity of the detectors allows flexibility in the geometry and phased construction of the
LBNE far detector complex. Cost-effective designs for larger detector masses are readily obtained
by increasing the vessel size and simply adding APA/CPA units, thereby also exploiting economies
of scale and benefiting from an increased ratio of volume to surface area. Detector mass may also
be increased through the addition of distinct detectors of the same or a different technology, either

§Much larger detectors could also be accommodated at this facility.
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during initial construction or in a later phase.

1.2.2 Present Status of the LBNE Project

Since DOE CD-0 approval, a compete conceptual design for the full-scope LBNE has been de-
veloped, consisting of a 34−kt LArTPC far detector located 4,850 feet underground, a 1,300−km
baseline, a highly capable near neutrino detector, and a multi-megawatt-capable neutrino beam-
line. This design has been thoroughly reviewed, and found to be sound, most recently at a Fer-
milab Director’s CD-1 Readiness Review in March 2012 [24]. Since then, considerable effort
has been devoted to understanding how the LBNE Project can be staged so as to accommodate
anticipated budget conditions while maintaining compelling physics output at each stage [25].
This process led to a first-phase configuration that was reviewed by the DOE in October [26] and
November 2012 [27], and that received CD-1 approval [28] in December 2012. This configura-
tion [29,30,31,32,33,34] maintained the most important aspects of LBNE: the 1,300−km baseline
to the Sanford Underground Research Facility, a large — of order tens of kilotons in fiducial mass
— LArTPC far detector design, and a multi-megawatt-capable, wide-band neutrino/antineutrino
beam. However, the far detector size was limited at CD-1 to 10 kt and placed at the surface under
minimal overburden, and the near detector was deferred to a later phase.

The DOE CD-1 approval document [28] explicitly allows adjustment of the scope of the first
phase of LBNE in advance of CD-2 if additional partners bring significant contributions to LBNE.
Using the CD-1 DOE funding as the foundation, the goal for the first phase of LBNE is a deep
underground far detector of at least 10 kt, placed in a cavern that will accommodate up to a 34−kt
detector, coupled with a 1.2−MW neutrino beamline, and a highly capable near detector. This
goal has been endorsed by the LBNE Collaboration, the LBNE Project, the Fermilab directorate,
and the DOE Office of High Energy Physics. Since a large portion of the LBNE Project cost is
in civil infrastructure, funding contributions from new partners could have considerable impact on
the experimental facilities, and therefore the physics scope, in the first phase.

1.2.3 Global Partnerships

Global conditions are favorable for significant international partnerships in developing and build-
ing LBNE. As an example, the 2013 update [17] of the European Strategy for Particle Physics
document places long-baseline neutrino physics among the highest-priority large-scale activities
for Europe, recognizing that it requires “significant resources, sizeable collaborations and sustained
commitment.” It includes the primary recommendation of exploring “the possibility of major par-
ticipation in leading long-baseline neutrino projects in the U.S. and Japan.” As of March 2014 the
LBNE Collaboration includes institutions from the U.S., Brazil, India, Italy, Japan and the United
Kingdom. Discussions with a number of potential international partners are underway — some al-
ready at an advanced stage. A summary of recent progress in these discussions can be found in the
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presentation of LBNE status to the U.S. Particle Physics Projects Prioritization Panel in November
2013 [35].

1.2.4 Context for Discussion of Physics Sensitivities

To reflect the physics reach of various phasing scenarios, this document presents many of the
parameter sensitivities for the accelerator-based neutrino topics as functions of exposure, defined
as the product of detector fiducial mass, beam power and run time. As needed, the capabilities of
both a 10−kt first-phase configuration and the full 34−kt configuration are explicitly highlighted,
each benchmarked for six to ten years of operations with a 1.2−MW beam power from the PIP-
II accelerator upgrades at Fermilab. Since the U.S. program planning exercises currently under
way look beyond the present decade, this document also presents the long-term physics impact of
the full-scope LBNE operating with the 2.3−MW beam power available with further anticipated
upgrades to the Fermilab accelerator complex.
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1.3 The LBNE Physics Program

The technologies and configuration of the planned LBNE facilities offer excellent sensitivity
to a range of physics processes:

◦ The muon-neutrino (νµ) beam produced at Fermilab with a peak flux at 2.5 GeV,
coupled to the baseline of 1,300 km, will present near-optimal sensitivity to neu-
trino/antineutrino charge-parity (CP) symmetry violation effects.

◦ The long baseline of LBNE will ensure a large matter-induced asymmetry in the os-
cillations of neutrinos and antineutrinos, thus providing a clear, unambiguous deter-
mination of the mass ordering of the neutrino states.

◦ The near detector located just downstream of the neutrino beamline at Fermilab will
enable high-precision long-baseline oscillation measurements as well as precise mea-
surements and searches for new phenomena on its own using the high-intensity neu-
trino beam.

◦ The deep-underground LArTPC far detector will provide superior sensitivities to pro-
ton decay modes with kaons in the final states, modes that are favored by many Grand
Unified and supersymmetric theoretical models.

◦ Liquid argon as a target material will provide unique sensitivity to the electron-
neutrino (νe) component of the initial burst of neutrinos from a core-collapse super-
nova.

◦ The excellent energy and directional resolution of the LArTPC will allow novel physics
studies with atmospheric neutrinos.

This section summarizes LBNE’s potential for achieving its core physics objectives based on
the current experimental landscape, scenarios for staging LBNE, and the technical capabilities
of LBNE at each stage.

LBNE’s capability to achieve the physics objectives described in this document has been sub-
ject to extensive review over a number of years. In addition to the various reviews of the LBNE
Project described in Section 1.2, reviews that focused strongly on LBNE’s science program in-
clude the DOE Office of Science Independent Review of Options for Underground Science in the
spring of 2011 [36], the LBNE Science Capabilities Review (by an external panel commissioned
by LBNE) [37] in the fall of 2011, and the LBNE Reconfiguration Review [25] in the summer of
2012.
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10 1 Introduction and Executive Summary

1.3.1 Neutrino Mixing, Mass Hierarchy and CP Violation

Neutrino Mass Hierarchy: The 1,300−km baseline establishes one of LBNE’s key strengths:
sensitivity to the matter effect. This effect leads to a large discrete asymmetry in the νµ → νe
versus νµ → νe oscillation probabilities, the sign of which depends on the mass hierarchy (MH).
At 1,300 km this asymmetry is approximately ±40% in the region of the peak flux; this is larger
than the maximal possible CP-violating asymmetry associated with δCP, meaning that both the MH
and δCP can be determined unambiguously with high confidence within the same experiment using
the beam neutrinos.

In detail, the sensitivity of LBNE depends on the actual values of poorly known mixing parameters
(mainly δCP and sin2 θ23), as well as the true value of the MH itself. The discrimination between
the two MH hypotheses is characterized as a function of the a priori unknown true value of δCP by
considering the difference, denoted ∆χ2, between the−2 logL values calculated for a data set with
respect to these hypotheses, considering all possible values of δCP

¶. In terms of this test statistic, the
MH sensitivity of LBNE with 34 kt, and running three years each in ν and ν modes in a 1.2−MW
beam is illustrated in Figure 1.1 for the case of normal hierarchy for two different values of sin2 θ23.
Across the overwhelming majority of the parameter space for the mixing parameters that are not
well known (mainly δCP and sin2 θ23), LBNE’s determination of the MH will be definitive, but
even for unfavorable combinations of the parameter values, a statistically ambiguous outcome is
highly unlikely.

The least favorable scenario corresponds to a true value of δCP in which the MH asymmetry is
maximally offset by the leptonic CP asymmetry, and where, independently, sin2 θ23 takes on a
value at the low end of its experimentally allowed range. For this scenario, studies indicate that
with a 34−kt LArTPC operating for six years in a 1.2−MW beam, LBNE on its own can (in a
typical data set) distinguish between normal and inverted hierarchy with |∆χ2| = |∆χ2| = 25.
This corresponds to a ≥ 99.9996% probability of determining the correct hierarchy. In > 97.5%
of data sets, LBNE will measure |∆χ2| > 9 in this scenario, where measuring |∆χ2| = 9 with an
expected value of 25 corresponds to a significance in excess of three Gaussian standard deviations.

Concurrent analysis of the corresponding atmospheric-neutrino samples in an underground detec-
tor will improve the precision with which the MH is resolved. It is important to note that for the
initial stages of LBNE, a greatly improved level of precision in the determination of the MH can
be achieved by incorporating constraints from NOνA and T2K data. With an initial 10−kt detec-
tor, for half the range of possible δCP values, the expected significance exceeds ∆χ2 = 25; again
this corresponds to a ≥ 99.9996% probability of determining the correct hierarchy. To put this in
context, it is notable that even an extended NOνA program [38] at four times its nominal exposure

¶For the case of the MH determination, the usual association of this test statistic with a χ2 distribution for one degree
of freedom is incorrect; additionally the assumption of a Gaussian probability density implicit in this notation is not
exact. The discussion in Chapter 4 provides a brief description of the statistical considerations.
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Figure 1.1: The square root of the mass hierarchy discrimination metric ∆χ2 is plotted as a function of
the unknown value of δCP for the full-scope LBNE with 34 kt, 3+3 (ν + ν) years of running in a 1.2−MW
beam, assuming normal hierarchy. The plot on the left is for an assumed value of sin2 θ23 = 0.39 (based
on global fits and assuming worst-case θ23 octant), while that on the right is for sin2 θ23 = 0.5 (maximal

mixing). In each plot, the red curve represents the median experimental value expected (
√

∆χ2), estimated
using a data set absent statistical fluctuations, while the green and yellow bands represent the range of ∆χ2

values expected in 68% and 95% of all possible experimental instances, respectively. For certain values of√
∆χ2, horizontal lines are shown, indicating the corresponding confidence levels (1 − α in the language

of hypothesis testing) with which a typical experiment (β = 0.5) correctly determines the MH, computed
according to a Bayesian statistical formulation (Section 4.3.1 for further discussion).

(of six years of operation at 700 kW), would have coverage at the ∆χ2 = 9 level or better for only
40% of the δCP range.

CP Violation and the Measurement of δCP: The LBNE program has two somewhat distinct
objectives with regard to CP symmetry violation in the νµ → νe oscillation channel. First, LBNE
aims to make a precise determination of the value of δCP within the context of the standard three-
flavor mixing scenario described by the PMNS matrix (discussed in Section 2.2). Second, and
perhaps more significantly, LBNE aims to observe a signal for leptonic CP violation, independent
of the underlying nature of neutrino oscillation phenomenology. Within the standard three-flavor
mixing scenario, such a signal will be observable, provided δCP is not too close to either of the
values for which there is no CP violation (zero and π). Together, the pursuit of these two goals
provides a thorough test of the standard three-flavor scenario.

Figure 1.2 shows the expected 1σ resolution for δCP as a function of exposure for a proton beam
power of 1.2 MW. At this beam power, in a six-year run, a 10−kt far detector will be able to
measure δCP to ± 20◦ − 30◦ (depending on its value), independent of other experiments. A full-
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scope LBNE operating with multi-megawatt beam power in a later phase, will achieve a precision
better than ±10◦, comparable to the current precision on the CP phase in the CKM matrix in the
quark sector.
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Figure 1.2: The expected 1σ resolution for δCP as a function of exposure in detector mass (kiloton)× beam
power (MW) × time (years). The red curve is the precision that could be obtained from LBNE alone, while
the blue curve represents the combined precision from LBNE plus the T2K and NOνA experiments. The
width of the bands represents variation with the range of beamline design parameters and proton energy
values being considered.

LBNE with a 10−kt detector, in combination with T2K and NOνA, will determine leptonic CP
violation with a precision of 3σ or greater for≈ 40% of δCP values in a six-year run with 1.2−MW
beam power. It is important to note that LBNE alone dominates the combined sensitivity and that
T2K and NOνA have very limited sensitivity to CP violation on their own. To reach 5σ for an
appreciable fraction of the range of δCP, the full-scope LBNE will be needed to control systematic
errors while accumulating large enough samples in the far detector to reach this level of sensitivity.
No experiment can provide coverage at 100%, since CP violation effects vanish as δCP → 0 or π.

Determination of sin2 2θ23 and Octant Resolution: In long-baseline experiments with νµ beams,
the magnitude of νµ disappearance and νe appearance signals is proportional to sin2 2θ23 and
sin2 θ23, respectively, in the standard three-flavor mixing scenario. Current νµ disappearance data
are consistent with maximal mixing, θ23 = 45◦. To obtain the best sensitivity to both the magnitude
of its deviation from 45◦ as well as its sign (θ23 octant), a combined analysis of the two channels
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is needed [39]. As demonstrated in Chapter 4, a 10−kt LBNE detector will be able to resolve the
θ23 octant at the 3σ level or better for θ23 values less than 40◦ or greater than 50◦, provided δCP is
not too close to zero or π. A full-scope LBNE will measure θ23 with a precision of 1◦ or less, even
for values within a few degrees of 45◦.

1.3.2 Nucleon Decay Physics Motivated by Grand Unified Theories

The LBNE far detector will significantly extend lifetime sensitivity for specific nucleon decay
modes by virtue of its high detection efficiency relative to water Cherenkov detectors and its low
background rates. As an example, LBNE has enhanced capability for detecting the p → K+ν

channel, where lifetime predictions from supersymmetric models extend beyond, but remain close
to, the current (preliminary) Super-Kamiokande limit of τ/B > 5.9× 1033 year (90% CL) from
a 260−kt · year exposure [40]‖. The signature for an isolated semi-monochromatic charged kaon
in a LArTPC is distinctive, with multiple levels of redundancy. A 34−kt LBNE far detector deep
underground will reach a limit of 3× 1034 year after ten years of operation (Figure 1.3), and would
see nine events with a background of 0.3 should τ/B be 1× 1034 year, just beyond the current
limit. Even a 10−kt detector (placed underground) would yield an intriguing signal of a few events
after a ten-year exposure in this scenario.

Figure 1.3: Sensitivity to the decay p→ K+ν as a function of time for underground liquid argon detectors
with different masses.

‖The lifetime shown here is divided by the branching fraction for this decay mode, τ/B, and as such is a partial
lifetime.
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1.3.3 Supernova-Neutrino Physics and Astrophysics

The neutrinos from a core-collapse supernova are emitted in a burst of a few tens of seconds du-
ration, with about half in the first second. Energies are in the range of a few tens of MeV, and
the luminosity is divided roughly equally between the three known neutrino flavors. Currently, ex-
periments worldwide are sensitive primarily to electron antineutrinos (νe), with detection through
the inverse-beta decay process on free protons∗∗, which dominates the interaction rate in water
and liquid-scintillator detectors. Liquid argon has a unique sensitivity to the electron-neutrino (νe)
component of the flux, via the absorption interaction on 40Ar as follows:

νe + 40Ar → e− + 40K∗

This interaction can be tagged via the coincidence of the emitted electron and the accompanying
photon cascade from the 40K∗ de-excitation. About 900 events would be expected in a 10−kt fidu-
cial mass liquid argon detector for a supernova at a distance of 10 kpc. In the neutrino channel the
oscillation features are in general more pronounced, since the νe spectrum is always significantly
different from the νµ (ντ ) spectra in the initial core-collapse stages, to a larger degree than is the
case for the corresponding νe spectrum. Detection of a large neutrino signal in LBNE would help
provide critical information on key astrophysical phenomena such as

1. the neutronization burst

2. formation of a black hole

3. shock wave effects

4. shock instability oscillations

5. turbulence effects

1.3.4 Precision Measurements with a High-Intensity Neutrino Source and High-Resolution
Near Detector

The near neutrino detector will provide precision measurements of neutrino interactions, which
in the medium to long term are essential for controlling the systematic uncertainties in the long-
baseline oscillation physics program. The near detector, which will include argon targets, will
measure the absolute flux and energy-dependent shape of all four neutrino species, νµ, νµ, νe and
νe to accurately predict for each species the far/near flux ratio as a function of energy. It will also
measure the four-momenta of secondary hadrons, such as charged and neutral mesons, produced

∗∗This refers to neutrino interactions with the nucleus of a hydrogen atom in H2O in water detectors or in hydrocarbon
chains in liquid scintillator detectors.
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in the neutral and charged current interactions that constitute the dominant backgrounds to the
oscillation signals.

With 240,000 (85,000) νµ (νµ) charged current and 90,000 (35,000) neutral current interactions per
ton per 1× 1020 protons-on-target at 120 GeV in the ν (ν) beam, the near detector will also be the
source of data for a rich program of neutrino-interaction physics in its own right. These numbers
correspond to 107 neutrino interactions per year for the range of beam configurations and near de-
tector designs under consideration. Measurement of fluxes, cross sections and particle production
over a large energy range of 0.5 GeV to 50 GeV (which can also help constrain backgrounds to pro-
ton decay signals from atmospheric neutrinos) are the key elements of this program. Furthermore,
since the near detector data will feature very large samples of events that are amenable to preci-
sion reconstruction and analysis, they can be exploited for sensitive studies of electroweak physics
and nucleon structure, as well as for searches for new physics in unexplored regions (heavy sterile
neutrinos, high-∆m2 oscillations, light Dark Matter particles, and so on).

1.4 Summary

The LBNE physics program has been identified as a priority of the global HEP community
for the coming decades. The facilities available in the U.S. are the best suited internationally
to carry out this program and the substantially developed LBNE design is at the forefront
of technical innovations in the field. Timely implementation of LBNE will significantly
advance the global HEP program and assure continued intellectual leadership for the U.S.
within this community.

This chapter has touched only briefly on the most prominent portion of the full suite of physics
opportunities enabled by LBNE. The following chapters cover these in detail, as well as topics that
were omitted here in the interest of brevity and focus. In Chapter 9 progress toward LBNE physics
milestones is addressed, based on one potential scenario for the operation of successive stages of
LBNE detector and PIP-II implementations, and the broad role of LBNE is discussed in the context
of such scenarios. The present chapter concludes with a summary of its key points.

The primary science goals of LBNE are drivers for the advancement of particle physics. The ques-
tions being addressed are of wide-ranging consequence: the origin of flavor and the generation
structure of the fermions (i.e., the existence of three families of quark and lepton flavors), the phys-
ical mechanism that provides the CP violation needed to generate the Baryon Asymmetry of the
Universe, and the high energy physics that would lead to the instability of matter. Achieving these
goals requires a dedicated, ambitious and long-term program. No other proposed long-baseline
neutrino oscillation program with the scientific scope and sensitivity of LBNE is as advanced in
terms of engineering development and project planning. A phased program with a far detector of
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even modest size in the initial stage (e.g., 10 kt) will enable exciting physics in the intermedi-
ate term, including a definitive mass hierarchy determination and a measurement of the CP phase
without ambiguities, while providing the fastest route toward achieving the full range of LBNE’s
science objectives. Should LBNE find that the CP phase is not zero or π, it will have found strong
indications (> 3σ) of leptonic CP violation. Global interest is favorable for contributions from in-
ternational partners to accelerate and enhance this program, including the LBNE first-phase scope.

Implementing the vision that has brought LBNE to this point will allow the U.S. to host this world-
leading program, bringing together the world’s neutrino community to explore key questions at the
forefront of particle physics and astrophysics. Moreover, the excitement generated by both the
technical challenges of mounting LBNE and the potential physics payoffs are widely shared —
among the generation of scientists who have been paving the way for these innovations, as well as
the young scientists for whom LBNE will provide numerous research opportunities over the next
two decades.
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Chapter
2

The Science
of LBNE

The Standard Model of particle physics describes all of the known fundamental particles
and the electroweak and strong forces that, in combination with gravity, govern today’s
Universe. The observation that neutrinos have mass is one demonstration that the Standard
Model is incomplete. By exploring physics beyond the Standard Model, LBNE will address
fundamental questions about the Universe:

What is the origin of the matter-antimatter asymmetry in the Universe? Immediately af-
ter the Big Bang, matter and antimatter were created equally, yet matter now domi-
nates. By studying the properties of neutrino and antineutrino oscillations, LBNE is
pursuing the most promising avenue for understanding this asymmetry.

What are the fundamental underlying symmetries of the Universe? Resolution by LBNE
of the detailed mixing patterns and ordering of neutrino mass states, and comparisons
to the corresponding phenomena in the quark sector, could reveal underlying symme-
tries that are as yet unknown.

Is there a Grand Unified Theory of the Universe? Experimental evidence hints that the
physical forces observed today were unified into one force at the birth of the Universe.
Grand Unified Theories (GUTs), which attempt to describe the unification of forces,
predict that protons should decay, a process that has never been observed. LBNE will
probe proton lifetimes predicted by a wide range of GUT models.

How do supernovae explode? The heavy elements that are the key components of life —
such as carbon — were created in the super-hot cores of collapsing stars. LBNE’s
design will enable it to detect the neutrino burst from core-collapse supernovae. By
measuring the time structure and energy spectrum of a neutrino burst, LBNE will be
able to elucidate critical information about the dynamics of this special astrophysical
phenomenon.

What more can LBNE discover about the Standard Model? The high intensity of the
LBNE neutrino beam will provide a unique probe for precision tests of Standard
Model processes as well as searches for new physics in unexplored regions.

LBNE has been designed to address a wide range of scientific topics using well-characterized,
high-intensity, accelerator-based neutrino beams, a long baseline for neutrino oscillations, and a
very large, deep-underground detector with excellent particle identification capabilities over a large

17



18 2 The Science of LBNE

range of energies. While maximizing the reach for a core set of scientific objectives, its design —
described in Chapter 3 — accommodates the flexibility to extend the scope of measurements as
additional resources become available.

2.1 Scientific Objectives of LBNE
The scientific objectives of LBNE have been categorized into primary, secondary, and additional
secondary objectives according to priorities developed and agreed upon by the LBNE community
and accepted as part of the CD-0 (Mission Need) approval by the U.S. Department of Energy [41].

Primary objectives of LBNE, in priority order, are the following measurements:

1. precision measurements of the parameters that govern νµ → νe oscillations; this includes
precision measurement of the third mixing angle θ13, measurement of the charge-parity (CP)
violating phase δCP, and determination of the neutrino mass ordering (the sign of ∆m2

31 =
m2

3 −m2
1), the so-called mass hierarchy

2. precision measurements of the mixing angle θ23, including the determination of the octant in
which this angle lies, and the value of the mass difference, |∆m2

32|, in νµ → νe,µ oscillations

3. search for proton decay, yielding significant improvement in the current limits on the partial
lifetime of the proton (τ /BR) in one or more important candidate decay modes, e.g., p →
K+ν

4. detection and measurement of the neutrino flux from a core-collapse supernova within our
galaxy, should one occur during the lifetime of LBNE

In a phased approach to LBNE, the goal of the first phase is to maximize the effectiveness of
the facility to achieve the first two objectives, above. The mass hierarchy determination and the
precision determination of θ23 will most likely be complete in the first phase of LBNE; while the
precision determination of CP violation will require the full-scope LBNE, an initial measurement
of the CP phase parameter δCP will be performed in earlier phases.

Secondary objectives, which may also be enabled by the facility designed to achieve the primary
objectives, include:

1. other accelerator-based, neutrino oscillation measurements; these could include further sen-
sitivity to Beyond Standard Model (BSM) physics such as nonstandard interactions

2. measurements of neutrino oscillation phenomena using atmospheric neutrinos

3. measurement of other astrophysical phenomena using medium-energy neutrinos
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Additional secondary objectives, the achievement of which may require upgrades to the facility
that is designed to achieve the primary physics objectives (e.g., deployment of additional detector
mass or alternate detector technologies), include:

1. detection and measurement of the diffuse supernova-neutrino flux

2. measurements of neutrino oscillation phenomena and of solar physics using solar neutrinos

3. measurements of astrophysical and geophysical neutrinos of low energy

In addition, a rich set of science objectives enabled by a sophisticated near neutrino detector have
been identified. A primary and a secondary objective, respectively, are:

1. measurements necessary to achieve the primary physics research objectives listed above

2. studies of neutrino interactions that may be enabled either by the facility designed to achieve
the primary objectives or by future upgrades to the facility and detectors; these include pre-
cision studies of the weak interaction, studies of nuclear and nucleon structure, and searches
for new physics
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2.2 Neutrino Three-Flavor Mixing, CP Violation and the
Mass Hierarchy

The Standard Model of particle physics (Figure 2.1) presents a remarkably accurate description of
the elementary particles and their interactions. However, its limitations beg deeper questions about
Nature. The unexplained patterns of quarks, leptons, flavors and generations imply that a more
fundamental underlying theory must exist. LBNE plans to pursue a detailed study of neutrino
mixing, resolve the neutrino mass ordering, and search for CP violation in the lepton sector by
studying the oscillation patterns of high-intensity νµ and νµ beams measured over a long baseline.
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Figure 2.1: Known particles and forces in the Standard Model of particle physics. The quarks and leptons are
arranged in pairs into three generations: (u, d), (c, s), (t, b) and (νe, e), (νµ, µ), (ντ , τ), respectively. There
are three known neutrino mass states ν1, ν2, ν3 which are mixtures of the three neutrino flavors νe, νµ, ντ
shown in this figure. The Standard Model includes the gluon (g), photon (γ) and (W±, Z0) bosons that
are the mediators of the strong, electromagnetic and weak interactions, respectively. The Higgs boson is a
manifestation of the Higgs field that endows all the known particles with mass.
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Results from the last decade, indicating that the three known types of neutrinos have nonzero
mass, mix with one another and oscillate between generations, imply physics beyond the
Standard Model [42]. Each of the three flavors of neutrinos, νe, νµ and ντ (Figure 2.1),
is known to be a different mix of three mass eigenstates ν1, ν2 and ν3 (Figure 2.2). In the
Standard Model, the simple Higgs mechanism, which has now been confirmed by the obser-
vation of the Higgs boson [43,44], is responsible for both quark and lepton masses, mixing
and charge-parity (CP) violation (the mechanism responsible for matter-antimatter asym-
metries). However, the small size of neutrino masses and their relatively large mixing bears
little resemblance to quark masses and mixing, suggesting that different physics — and pos-
sibly different mass scales — in the two sectors may be present, and motivating precision
study of mixing and CP violation in the lepton sector.
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Figure 2.2: The neutrino mass eigenstate components of the known flavor eigenstates.

Neutrino oscillation arises from mixing between the flavor and mass eigenstates of neutrinos, corre-
sponding to the weak and gravitational interactions, respectively. This three-flavor-mixing scenario
can be described by a rotation between the weak-interaction eigenstate basis (νe, νµ, ντ ) and the
basis of states of definite mass (ν1, ν2, ν3). In direct correspondence with mixing in the quark sec-
tor, the transformations between basis states is expressed in the form of a complex unitary matrix,
known as the PMNS matrix :

νe
νµ
ντ

 =


Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3


︸ ︷︷ ︸

UPMNS


ν1

ν2

ν3

 . (2.1)
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The PMNS matrix in full generality depends on just three mixing angles and a CP-violating phase.
The mixing angles and phase are designated as (θ12, θ23, θ13) and δCP. This matrix can be param-
eterized as the product of three two-flavor mixing matrices as follows, where cαβ = cos θαβ and
sαβ = sin θαβ:

UPMNS =


1 0 0
0 c23 s23

0 −s23 c23


︸ ︷︷ ︸

I


c13 0 eiδCPs13

0 1 0
−eiδCPs13 0 c13


︸ ︷︷ ︸

II


c12 s12 0
−s12 c12 0

0 0 1


︸ ︷︷ ︸

III

(2.2)

The parameters of the PMNS matrix determine the probability amplitudes of the neutrino oscilla-
tion phenomena that arise from mixing.

The relationship between the three mixing angles θ12, θ23, and θ13 and the mixing between
the neutrino flavor and mass states can be described as follows [45]:

tan2 θ12 : amount of νe in ν2

amount of νe in ν1
(2.3)

tan2 θ23 : ratio of νµ to ντ in ν3 (2.4)

sin2 θ13 : amount of νe in ν3 (2.5)

The frequency of neutrino oscillation among the weak-interaction (flavor) eigenstates de-
pends on the difference in the squares of the neutrino masses, ∆m2

ij ≡ m2
i −m2

j ; a set of
three neutrino mass states implies two independent mass-squared differences (∆m2

21 and
∆m2

32). The ordering of the mass states is known as the neutrino mass hierarchy. An order-
ing of m1 < m2 < m3 is known as the normal hierarchy since it matches the ordering of
the quarks in the Standard Model, whereas an ordering of m3 < m1 < m2 is referred to as
the inverted hierarchy.

Since each flavor eigenstate is a mixture of three mass eigenstates, there can be an overall
phase difference between the quantum states, referred to as δCP. A nonzero value of this
phase implies that neutrinos and antineutrinos oscillate differently — a phenomenon known
as charge-parity (CP) violation. δCP is therefore often referred to as the CP phase or the
CP-violating phase.

The entire complement of neutrino experiments to date has measured five of the mixing parameters:
the three angles θ12, θ23 and (recently) θ13, and the two mass differences ∆m2

21 and ∆m2
32. The sign

of ∆m2
21 is known, but not that of ∆m2

32, which is the crux of the mass hierarchy ambiguity. The
values of θ12 and θ23 are large, while θ13 is smaller [46]. The value of δCP is unknown. The real
values of the entries of the PMNS mixing matrix, which contains information on the strength of
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flavor-changing weak decays in the lepton sector, can be expressed in approximate form as

|UPMNS| ∼


0.8 0.5 0.2
0.5 0.6 0.6
0.2 0.6 0.8

 . (2.6)

The three-flavor-mixing scenario for neutrinos is now well established. However, the mixing pa-
rameters are not known to the same precision as are those in the corresponding quark sector, and
several important quantities, including the value of δCP and the sign of the large mass splitting, are
still undetermined. In addition, several recent anomalous experimental results count among their
possible interpretations phenomena that do not fit this model [47,48,49,50].

The relationships between the values of the parameters in the neutrino and quark sectors suggest
that mixing in the two sectors is qualitatively different. Illustrating this difference, the value of the
entries of the CKM quark-mixing matrix (analogous to the PMNS matrix for neutrinos, and thus
indicative of the strength of flavor-changing weak decays in the quark sector) can be expressed in
approximate form as

|VCKM| ∼


1 0.2 0.004

0.2 1 0.04
0.008 0.04 1

 (2.7)

and compared to the entries of the PMNS matrix given in Equation 2.6. As discussed in [51], the
question of why the quark mixing angles are smaller than the lepton mixing angles is an important
part of the “flavor problem.”

Quoting the discussion in [20], “while the CKM matrix is almost proportional to the identity matrix
plus hierarchically ordered off-diagonal elements, the PMNS matrix is far from diagonal and, with
the possible exception of the Ue3 element, all elements are O(1).” One theoretical method often
used to address this question involves the use of non-Abelian discrete subgroups of SU(3) as flavor
symmetries; the popularity of this method comes partially from the fact that these symmetries can
give rise to the nearly tri-bi-maximal∗ structure of the PMNS matrix. Whether employing these
flavor symmetries or other methods, any theoretical principle that attempts to describe the funda-
mental symmetries implied by the observed organization of quark and neutrino mixing — such as
those proposed in unification models — leads to testable predictions such as sum rules between
CKM and PMNS parameters [20,42,51,53]. Data on the patterns of neutrino mixing are already
proving crucial in the quest for a relationship between quarks and leptons and their seemingly ar-
bitrary generation structure. Table 2.1 displays the comparison between quark and lepton mixing

∗Tri-bi-maximal mixing refers to a form of the neutrino mixing matrix with effective bimaximal mixing of νµ and ντ
at the atmospheric scale (L/E ∼ 500 km/ GeV) and effective trimaximal mixing for νe with νµ and ντ at the solar
scale (L/E ∼ 15,000 km/ GeV) [52].
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in terms of the fundamental parameters and the precision to which they are known†, highlighting
the limited precision of the neutrino-mixing parameter measurements.

Table 2.1: Best-fit values of the neutrino mixing parameters in the PMNS matrix (assumes normal hierarchy)
from [54], their 1σ uncertainties and comparison to the analogous values in the CKM matrix [55]. ∆M2 is
defined as m2

3 − (m2
1 +m2

2)/2.

Parameter Value (neutrino PMNS matrix) Value (quark CKM matrix)
θ12 34± 1◦ 13.04± 0.05◦

θ23 38± 1◦ 2.38± 0.06◦

θ13 8.9± 0.5◦ 0.201± 0.011◦

∆m2
21 +(7.54± 0.22)× 10−5 eV2

|∆M2| (2.43+0.10
−0.06)× 10−3 eV2 m3 >> m2

δCP −170± 54◦ 67± 5◦

Clearly much work remains in order to complete the standard three-flavor mixing picture, partic-
ularly with regard to θ23 (is it less than, greater than, or equal to 45◦?), mass hierarchy (normal
or inverted?) and δCP. Additionally, there is great value in obtaining a set of measurements for
multiple parameters from a single experiment, so that correlations and systematic uncertainties can
be handled properly. Such an experiment would also be well positioned to extensively test the
standard picture of three-flavor mixing. LBNE is designed to be this experiment.

2.2.1 CP Violation in the Quark and Lepton Sectors

In the particular parameterization of the PMNS matrix shown in Equation 2.2, the middle factor,
labeled ‘II’, describes the mixing between the ν1 and ν3 mass states, and depends on the CP-
violating phase δCP. In the three-flavor model, leptonic CP violation in an oscillation mode occurs
due to the interference of contributions from terms in this factor — some of which contain δCP

(i.e., involve the ν1-ν3 mixing directly) and some of which do not. The presence of nonzero CP-
odd terms, e.g., Equation 2.15, (which requires δCP 6= 0 or π) in the interference patterns would
result in an asymmetry in neutrino versus antineutrino oscillations. The magnitude of the CP-
violating terms in the oscillation depends most directly on the size of the Jarlskog Invariant [56],
a function that was introduced to provide a measure of CP violation independent of mixing-matrix
parameterization. In terms of the three mixing angles and the (as yet unmeasured) CP-violating
phase, the Jarlskog Invariant is:

JPMNS
CP ≡ 1

8 sin 2θ12 sin 2θ13 sin 2θ23 cos θ13 sin δCP. (2.8)

†A global fit [54] to existing results from current experiments sensitive to neutrino oscillation effects is the source for
the PMNS matrix values.
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The relatively large values of the mixing angles in the lepton sector imply that leptonic CP-
violation effects may be quite large — depending on the value of the phase δCP, which is currently
unknown. Experimentally, it is unconstrained at the 2σ level by the global fit [54]. Many theoreti-
cal models, examples of which include [57,58,59,60,61,62], provide predictions for δCP, but these
predictions range over all possible values so do not yet provide any guidance.

Given the current best-fit values of the mixing angles [54] and assuming normal hierarchy,

JPMNS
CP ≈ 0.03 sin δCP. (2.9)

This is in sharp contrast to the very small mixing in the quark sector, which leads to a very small
value of the corresponding quark-sector Jarlskog Invariant [55],

JCKM
CP ≈ 3× 10−5, (2.10)

despite the large value of δCKM
CP ≈ 70◦.

To date, all observed CP-violating effects have occurred in experiments involving systems of
quarks, in particular strange and b-mesons [55]. Furthermore, in spite of several decades of exper-
imental searches for other sources of CP violation, all of these effects are explained by the CKM
quark-mixing paradigm, and all are functions of the quark-sector CP phase parameter, δCKM

CP . In
cosmology, successful synthesis of the light elements after the Big Bang [63,64] (Big Bang Nucle-
osynthesis) requires that there be an imbalance in the number of baryons and antibaryons to one
part in a billion when the Universe is a few minutes old [65]. CP violation in the quark sector has
not, however, been able to explain the observed Baryon Asymmetry of the Universe (BAU), due to
the small value of JCKMCP .

Baryogenesis [66] is a likely mechanism for generating the observed matter-antimatter asymmetry
of our Universe. One way that it is elegantly achieved is by first having leptogenesis in the very
early Universe. That mechanism can come about from the production and decay of very heavy
right-handed neutrinos, if they are Majorana states (i.e. do not conserve lepton number‡), CP sym-
metry is violated in their decays (thus distinguishing particles and antiparticles) and the Universe
is in non-equilibrium. Leptogenesis will lead to an early dominance of antileptons over leptons.
When the cooling Universe reaches the electroweak phase transition, T ∼ 250 GeV, a baryon
number excess is generated from the lepton asymmetry by a B −L‡ conserving mechanism (anal-
ogous to proton decay in that it violates B and L separately but conserves B − L) already present
in the Standard Model.

The heavy Majorana right-handed neutrino states that could give rise to leptogenesis in the very
early Universe are also a natural consequence of the GUT-based seesaw mechanism [67] — the
simplest and most natural explanation of the observed super-light neutrino mass scales. The seesaw

‡In the Standard Model, lepton number (L) and baryon number (B) are conserved quantum numbers. Leptons have
B = 0 and L = 1 and antileptons have L = −1. A quark has L = 0 and B = 1/3 and an antiquark has B = −1/3.
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mechanism is a theoretical attempt to reconcile the very small masses of neutrinos to the much
larger masses of the other elementary particles in the Standard Model. The seesaw mechanism
achieves this unification by assuming an unknown new physics scale that connects the observed
low-energy neutrino masses with a higher mass scale that involves very heavy sterile neutrino
states. The seesaw mechanism as generator of neutrino mass is in addition to the Higgs mechanism
that is now known to be responsible for the generation of the quark, charged lepton, and vector
boson masses.

The no-equilibrium leptogenesis ingredient is expected in a hot Big Bang scenario, but the Ma-
jorana nature of the heavy neutrinos and needed CP violation can only be indirectly inferred
from light neutrino experiments by finding lepton number violation (validating their Majorana
nature via neutrinoless double-beta decay) and observing CP violation in ordinary neutrino oscil-
lations.

Recent theoretical advances have demonstrated that CP violation, necessary for the gener-
ation of the Baryon Asymmetry of the Universe at the GUT scale (baryogenesis), can be
directly related to the low-energy CP violation in the lepton sector that could manifest in
neutrino oscillations. As an example, the theoretical model described in [68] predicts that
leptogenesis, the generation of the analogous lepton asymmetry, can be achieved if

| sin θ13 sin δCP| & 0.11 (2.11)

This implies | sin δCP| & 0.7 given the latest global fit value of | sin θ13| [69].

The goal of establishing an experimental basis for assessing this possibility should rank very high
on the list of programmatic priorities within particle physics, and can be effectively addressed by
LBNE.

2.2.2 Observation of CP-Violating Effects in Neutrino Oscillation Experiments

Whereas the Standard Model allows for violation of charge-parity (CP) symmetries in weak inter-
actions, CP transformations followed by time-reversal transformations (CPT) are invariant. Under
CPT invariance, the probabilities of neutrino oscillation and antineutrino oscillation are equivalent,
i.e., P (νl → νl) = P (νl → νl) where l = e, µ, τ . Measurements of νl → νl oscillations in which
the flavor of the neutrino before and after oscillations remains the same are referred to as disap-
pearance or survival measurements. CPT invariance in neutrino oscillations was recently tested
by measurements of νµ → νµ and νµ → νµ oscillations [70]; no evidence for CPT violation was
found. Therefore, asymmetries in neutrino versus antineutrino oscillations arising from CP viola-
tion effects can only be accessed in appearance experiments, defined as oscillations of νl → νl′ , in
which the flavor of the neutrino after oscillations has changed. Because of the intrinsic challenges
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of producing and detecting ντ ’s, the oscillation modes νµ,e → νe,µ provide the most promising
experimental signatures of leptonic CP violation.

For νµ,e → νe,µ oscillations that occur as the neutrinos propagate through matter, as in terrestrial
long-baseline experiments, the coherent forward scattering of νe’s on electrons in matter modifies
the energy and path-length dependence of the vacuum oscillation probability in a way that de-
pends on the magnitude and sign of ∆m2

32. This is the Mikheyev-Smirnov-Wolfenstein (MSW)
effect [71,72] that has already been observed in solar-neutrino oscillation (disappearance) experi-
ments [73,74,75,76]. The oscillation probability of νµ,e → νe,µ through matter, in a constant density
approximation, keeping terms up to second order in α ≡ |∆m2

21|/|∆m2
31| and sin2 θ13, is [77,55]:

P (νµ → νe) ∼= P (νe → νµ) ∼= P0 + Psin δ︸ ︷︷ ︸
CP violating

+Pcos δ + P3 (2.12)

where

P0 = sin2 θ23
sin2 2θ13

(A− 1)2 sin2[(A− 1)∆], (2.13)

P3 = α2 cos2 θ23
sin2 2θ12

A2 sin2(A∆), (2.14)

Psin δ = α
8Jcp

A(1− A) sin ∆ sin(A∆) sin[(1− A)∆], (2.15)

Pcos δ = α
8Jcp cot δCP

A(1− A) cos ∆ sin(A∆) sin[(1− A)∆], (2.16)

and where
∆ = ∆m2

31L/4E, and A =
√

3GFNe2E/∆m2
31.

In the above, the CP phase δCP appears (via Jcp) in the expressions for Psin δ (the CP-odd term)
which switches sign in going from νµ → νe to the νµ → νe channel, and Pcos δ (the CP-conserving
term) which does not. The matter effect also introduces a neutrino-antineutrino asymmetry, the
origin of which is simply the presence of electrons and absence of positrons in the Earth.

Recall that in Equation 2.2, the CP phase appears in the PMNS matrix through the mixing of
the ν1 and ν3 mass states. The physical characteristics of an appearance experiment are therefore
determined by the baseline and neutrino energy at which the mixing between the ν1 and ν3 states
is maximal, as follows:

L(km)
Eν(GeV) = (2n− 1)π2

1
1.27×∆m2

31(eV2) (2.17)

≈ (2n− 1)× 510 km/GeV (2.18)

where n = 1, 2, 3... denotes the oscillation nodes at which the appearance probability is maximal.

The dependences on Eν of the oscillation probability for the LBNE baseline of L =1,300 km are
plotted on the right in Figures 2.3 and 2.4. The colored curves demonstrate the variation in the νe
appearance probability as a function of Eν , for three different values of δCP.
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Figure 2.3: Neutrino oscillation probabilities as a function of energy and baseline, for different values of
δCP, normal hierarchy. The oscillograms on the left show the νµ → νe oscillation probabilities as a function
of baseline and energy for neutrinos (top left) and antineutrinos (bottom left) with δCP = 0. The figures
on the right show the projection of the oscillation probability on the neutrino energy axis at a baseline of
1,300 km for δCP = 0 (red), δCP = +π/2 (green), and δCP = −π/2 (blue) for neutrinos (top right) and
antineutrinos (bottom right). The yellow curve is the νe appearance solely from the “solar term” due to ν1
to ν2 mixing as given by Equation 2.14.

The variation in the νµ → νe oscillation probabilities with the value of δCP indicates that it is
experimentally possible to measure the value of δCP at a fixed baseline using only the observed
shape of the νµ → νe or the νµ → νe appearance signal measured over an energy range that
encompasses at least one full oscillation interval. A measurement of the value of δCP 6= 0 or π,
assuming that neutrino mixing follows the three-flavor model, would imply CP violation. The CP
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Figure 2.4: Neutrino oscillation probabilities as a function of energy and baseline, for different values of
δCP, inverted hierarchy. The oscillograms on the left show the νµ → νe oscillation probabilities as a function
of baseline and energy for neutrinos (top left) and antineutrinos (bottom left) with δCP = 0. The figures
on the right show the projection of the oscillation probability on the neutrino energy axis at a baseline of
1,300 km for δCP = 0 (red), δCP = +π/2 (green), and δCP = −π/2 (blue) for neutrinos (top right) and
antineutrinos (bottom right).The yellow curve is the νe appearance solely from the “solar term” due to ν1 to
ν2 mixing as given by Equation 2.14.

asymmetry, ACP , is defined as

ACP = P (νµ → νe)− P (νµ → νe)
P (νµ → νe) + P (νµ → νe)

. (2.19)
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In the three-flavor model the asymmetry can be approximated to leading order in ∆m2
21 as [78]:

ACP ∼
cos θ23 sin 2θ12sin δCP

sin θ23 sin θ13

(
∆m2

21L

4Eν

)
+ matter effects (2.20)

Regardless of the value obtained for δCP, it is clear that the explicit observation of an asymmetry
between P (νl → νl′) and P (νl → νl′) is sought to directly demonstrate the leptonic CP violation
effect that a value of δCP different from zero or π implies. For long-baseline experiments such as
LBNE, where the neutrino beam propagates through the Earth’s mantle, the leptonic CP-violation
effects must be disentangled from the matter effects.

2.2.3 Probing the Neutrino Mass Hierarchy via the Matter Effect

The asymmetry induced by matter effects as neutrinos pass through the Earth arises from the
change in sign of the factors proportional to ∆m2

31 (namely A, ∆ and α; Equations 2.12 to 2.16)
in going from the normal to the inverted neutrino mass hierarchy. This sign change provides a
means for determining the currently unknown mass hierarchy. The oscillation probabilities given
in these approximate equations for νµ → νe as a function of baseline in kilometers and energy in
GeV are calculated numerically with an exact formalism [79] and shown in the oscillograms of
Figure 2.3 and 2.4 for δCP = 0, for normal and inverted hierarchies, respectively. The oscillograms
include the matter effect, assuming an Earth density and electron fraction described by [80]. These
values are taken as a constant average over paths through regions of the Earth with continuous
density change. Any baseline long enough to pass through a discontinuity is split into three or
more segments each of constant average density and electron fraction. The solid black curves
in the oscillograms indicate the location of the first and second oscillation maxima as given by
Equation 2.18, assuming oscillations in a vacuum; matter effects will change the neutrino energy
values at which the mixing between the ν1 and ν3 mass states is maximal.

The significant impact of the matter effect on the νµ → νe and νµ → νe oscillation probabil-
ities at longer baselines (Figures 2.3 and 2.4) implies that νe appearance measurements over
long distances through the Earth provide a powerful probe into the neutrino mass hierarchy
question: is m1 > m3 or vice-versa?

The dependence of the matter effect on the mass hierarchy is illustrated in the oscillograms plotted
on the left hand side of Figures 2.3 and 2.4, and can be characterized as follows:

◦ For normal hierarchy, P (νµ → νe) is enhanced and P (νµ → νe) is suppressed. The effect
increases with baseline at a fixed L/E.

◦ For inverted hierarchy, P (νµ → νe) is suppressed and P (νµ → νe) is enhanced. The effect
increases with baseline at a fixed L/E.
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◦ The matter effect has the largest impact on the probability amplitude at the first oscillation
maximum.

◦ The matter effect introduces a phase shift in the oscillation pattern, shifting it to a lower
energy for a given baseline when the hierarchy changes from normal to inverted. The shift is
approximately −100 MeV.

2.2.4 Disentangling CP-Violating and Matter Effects

In Figure 2.5, the asymmetries induced by matter and maximal CP violation (at δCP = ±π/2) are
shown separately as 2D oscillograms in baseline and neutrino energy. The matter effect induces an
asymmetry in P (νl → νl′) and P (νl → νl′) that adds to the CP asymmetry. At longer baselines
(> 1000 km), the matter asymmetry in the energy region of the first oscillation node is driven
primarily by the change in the νe appearance amplitude. At shorter baselines (O(100 km)) the
asymmetry is driven by the phase shift. The dependence of the asymmetry on baseline and energy,
where the oscillation probabilities peak and the appearance signals are largest, can be approximated
as follows:

Acp ∝ L/E, (2.21)

Amatter ∝ L× E. (2.22)

The phenomenology of νµ → νe oscillations described in Section 2.2.2 implies that the experimen-
tal sensitivity to CP violation and the mass hierarchy from measurements of the total asymmetry
between P (νl → νl′) and P (νl → νl′) requires the disambiguation of the asymmetry induced
by the matter effect and that induced by CP violation. This is particularly true for experiments
designed to access mixing between the ν1 and ν3 mass states using neutrino beams of O(1 GeV).
Such beams require baselines of at least several hundred kilometers, at which the matter asymme-
tries are significant. The currently known values of the oscillation parameters permit calculation
of the magnitude of the matter asymmetry within an uncertainty of < 10%; only the sign of the
asymmetry, which depends on the sign of ∆m2

31, is unknown. Since the magnitude of the mat-
ter asymmetry is known, baselines at which the size of the matter asymmetry exceeds that of the
maximal possible CP asymmetry are required in order to separate the two effects.

Figure 2.6 illustrates the ambiguities that can arise from the interference of the matter and CP
asymmetries. The plots show the total asymmetry as a function of δCP at four baseline values
(clockwise from top left): 290 km, 810 km, 2,300 km and 1,300 km. The curves in black and red
illustrate the asymmetries at the first and second oscillation nodes, respectively. The solid lines
represent normal hierarchy, and the dashed lines represent inverted hierarchy. The plots demon-
strate that experimental measurements of the asymmetry (Equation 2.19) at the first oscillation
node could yield ambiguous results for short baselines if the hierarchy is unknown. This occurs in
regions of the (L,E, δCP) phase space where the matter and CP asymmetries cancel partially or
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Figure 2.5: The ν/ν oscillation probability asymmetries as a function of baseline. The top two figures show
the asymmetry induced by the matter effect only for normal (top left) and inverted (top right) hierarchies.
The bottom figures show the asymmetry induced through the CP-violating phase δCP in vacuum, for δCP =
+π/2 (bottom left) and δCP = −π/2 (bottom right)

totally. For example, the green lines in Figure 2.6 indicate the asymmetry at the first node for max-
imal CP violation (δCP = π/2) with an inverted hierarchy. At a baseline of 290 km, the measured
asymmetry at δCP = π/2 (inverted hierarchy) is degenerate with that at δCP ∼ 0 (normal hierar-
chy) at the first node. Measurements of the asymmetry at different L/E or at different baselines can
break the degeneracies (Equation 2.22). At very long baselines, for which the matter asymmetry
exceeds the maximal CP asymmetry at the first oscillation node, there are no degeneracies and the
mass hierarchy and CP asymmetries can be resolved within the same experiment. For the current
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best-fit values of the oscillation parameters, the matter asymmetry exceeds the maximal possible
CP asymmetry at baselines of ≥ 1,200 km.
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Figure 2.6: The ν/ν oscillation probability asymmetries versus δCP at the first two oscillation nodes. Clock-
wise from top left: 290 km, 810 km, 2,300 km and 1,300 km. The solid/dashed black line is the total asym-
metry at the first oscillation node for normal/inverted hierarchy. The red lines indicate the asymmetries at
the second node.

2.2.5 Optimization of the Oscillation Baseline for CPV and Mass Hierarchy

The simple arguments above suggest that a baseline≥ 1,200 km is required to search for CP viola-
tion and determine the mass hierarchy simultaneously in a single long-baseline neutrino oscillation
experiment. To understand the performance of a long-baseline experiment as a function of baseline
using realistic neutrino beamline designs, a study of the sensitivities to CP violation and the mass
hierarchy as a function of baseline was carried out using a neutrino beamline design optimized
individually for each baseline. A 34−kt LArTPC neutrino detector at the far site was assumed
since it has a high νe-identification efficiency that is flat over a large range of energies (Chapter 4).
The beamline design was based on the NuMI beamline utilizing the 120−GeV, 1.2−MW pro-
ton beam from the Fermilab Main Injector and was fully simulated using GEANT3 [82]. Varying
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Figure 2.7: The fraction of δCP values for which the mass hierarchy can be determined with an average
|∆χ2| = 25 or greater as a function of baseline (top) and the fraction of δCP values which CP violation
can be determined at the 3σ level or greater as a function of baseline (bottom). A NuMI based beam design
with a 120−GeV beam was optimized for each baseline. Projections assume sin2 2θ13 = 0.09 and a 34−kt
LArTPC as the far detector [81]. An exposure of 3yrs+3yrs of neutrino+antineutrino running with 1.2−MW
beam power is assumed.

the distance between the target and the first horn allowed selection of a beam spectrum that cov-
ered the first oscillation node and part of the second. The design incorporated an evacuated decay
pipe of 4-m diameter and a length that varied from 280 to 580 m. For baselines less than 1,000 m,
the oscillation occurs at neutrino energies where on-axis beams produce too little flux. Therefore,
off-axis beams — which produce narrow-band, low-energy neutrino fluxes — were simulated for

The Long-Baseline Neutrino Experiment



2.2 Neutrino Three-Flavor Mixing, CP Violation and the Mass Hierarchy 35

these baselines, with the off-axis angle chosen to provide the most coverage of the first oscillation
node. The results of this study [81] are summarized in Figure 2.7. The sensitivity to CP violation
(bottom plot) assumes that the mass hierarchy is unknown. An updated study with more detail is
available [83]. The baseline study indicates that with realistic experimental conditions, baselines
between 1,000 and 1,300 km are near optimal for determination of CP violation. With baselines
> 1,500 km, the correct mass hierarchy could be determined with a probability greater than 99%
for all values of δCP with a large LArTPC far detector. However, at very long baselines, in one
of the neutrino beam polarities (ν/ν for inverted/normal hierarchy) the event rate suppression due
to the matter effect becomes very large, making it difficult to observe an explicit CP-violation
asymmetry.

2.2.6 Physics from Precision Measurements of Neutrino Mixing

Precision measurements of the neutrino mixing parameters in long-baseline oscillations not only
reveal the neutrino mixing patterns in greater detail, but also serve as probes of new physics that
manifests as perturbations in the oscillation patterns driven by three-flavor mixing.

The determination of whether there is maximal mixing between νµ and ντ — or a measurement
of the deviation from maximal — is of great interest theoretically [59,84,85,86,87,88]. Models of
quark-lepton universality propose that the quark and lepton mixing matrices (Equations 2.7 and
2.6, respectively) are given by

UCKM = 1 + εCabbibo and (2.23)

UPMNS = T + εCabbibo, (2.24)

where T is determined by Majorana physics [89] and εCabbibo refers to small terms driven by the
Cabbibo weak mixing angle (θC = θCKM

12 ). In such models θ23 ∼ π/4 + ∆θ, where ∆θ is of order
the Cabbibo angle, θC , and θ13 ∼ θC/

√
2. It is therefore important to determine experimentally

both the value of sin2 θ23 and the octant of θ23 if θ23 6= 45◦.

Studying νµ disappearance probes sin2 2θ23 and |∆m2
32| with very high precision. Disap-

pearance measurements can therefore determine whether νµ-ντ mixing is maximal or near
maximal such that sin2 2θ23 = 1, but they cannot resolve the octant of θ23 if νµ-ντ mixing is
less than maximal. Combining the νµ disappearance signal with the νe appearance signal can
help determine the θ23 octant and constrain some of the theoretical models of quark-lepton
universality.

Direct unitarity tests, in which the individual components of the PMNS matrix are measured sepa-
rately, are challenging due to limited experimentally available oscillation channels [90,91]. Appli-
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cation of the “proof by contradiction” principle offers another way to perform the unitarity tests.
In these tests, the mixing angles are extracted from the data by assuming unitarity in the standard
three-flavor framework. If measurements of the same mixing angle by two different processes are
inconsistent, then the standard three-flavor framework is insufficient and new physics beyond this
framework is required. Observation of unitarity violation will constrain the phase space of possi-
ble new physics. In particular, the precision measurement of sin2 2θ13 provides the most promising
unitarity test [91] for the PMNS matrix. It is important to note that several theoretical models of
new physics, such as the existence of sterile neutrinos or nonstandard interactions, could lead to ap-
parent deviations of the sin2 2θ13 value measured in νe appearance experiments from that measured
in reactor (νe disappearance) experiments.

Precision measurements of νµ and νµ survival over long baselines could reveal nonstandard physics
driven by new interactions in matter. Examples of some of these effects and the experimental
signatures in long-baseline oscillations are discussed in Chapter 4.

In addition, experiments with long enough baselines and sufficient neutrino flux at Eν > 3 GeV,
coupled with high-resolution tracking detectors, as in the LBNE design, can also probe νµ → ντ
appearance with higher precision than is currently possible using ντ charged-current interactions.
The combination of νµ → νµ, νµ → νe, and νµ → ντ can ultimately over-constrain the three-flavor
model of neutrino oscillations both in neutrino and antineutrino modes.

2.2.7 Oscillation Physics with Atmospheric Neutrinos
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Figure 2.8: The atmospheric neutrino flux in neutrinos per second per square centimeter as a function of
neutrino energy for different flavors (left). The atmospheric neutrino spectrum per GeV per kt per year for
the different species (right).

Atmospheric neutrinos are unique among sources used to study oscillations; the flux contains neu-
trinos and antineutrinos of all flavors, matter effects play a significant role, both ∆m2 values con-
tribute to the oscillation patterns, and the oscillation phenomenology occurs over several orders
of magnitude in both energy (Figure 2.8) and path length. These characteristics make atmospheric
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neutrinos ideal for the study of oscillations and provide a laboratory suitable to search for exotic
phenomena for which the dependence of the flavor-transition and survival probabilities on energy
and path length can be defined. The probabilities of atmospheric νµ → νe and νµ → νe oscillations
for normal and inverted hierarchies are shown as a function of zenith angle in Figure 2.9.
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Figure 2.9: The probabilities of atmospheric νµ → νe (left) and νµ → νe (right) oscillations for normal
(top) and inverted (bottom) hierarchies as a function of zenith angle.

Even with dedicated long-baseline experiments exploring the large mass splitting (∆m2
32) for

nearly a decade, atmospheric data continue to contribute substantially to our understanding of
the neutrino sector. Broadly speaking:

◦ The data demonstrate complementarity with beam results via two- and three-flavor fits and
the measurement of a ντ appearance signal consistent with expectations.

◦ The data serve to increase measurement precision through global fits, given that the sensi-
tivity of atmospheric neutrinos to the mass hierarchy is largely independent of δCP and the
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octant of θ23.

◦ New physics searches with atmospheric neutrinos have placed limits on CPT violation, non-
standard interactions, mass-varying neutrinos and Lorentz-invariance violation.

Atmospheric neutrinos can continue to play these roles in the LBNE era given LBNE’s deep-
underground far detector. In particular, complementarity will be vital in a future where, worldwide,
the number of high-precision, long-baseline beam/detector facilities is small. The physics potential
of a large underground liquid argon detector for measuring atmospheric neutrinos is discussed in
Section 4.6.

2.3 Nucleon Decay Physics Motivated by Grand Unified
Theories

Searches for proton decay, bound-neutron decay and similar processes such as di-nucleon
decay and neutron-antineutron oscillations test the apparent but unexplained conservation
law of baryon number. These decays are already known to be rare based on decades of prior
searches, all of which have produced negative results. If measurable event rates or even a
single-candidate event were to be found, it would be sensible to presume that they occurred
via unknown virtual processes based on physics beyond the Standard Model. The impact of
demonstrating the existence of a baryon-number-violating process would be profound.

2.3.1 Theoretical Motivation from GUTs

The class of theories known as Grand Unified Theories (GUTs) make predictions about both
baryon number violation and proton lifetime that may be within reach of the full-scope LBNE
experiment. The theoretical motivation for the study of proton decay has a long and distinguished
history [92,93,94] and has been reviewed many times [95,96,97]. Early GUTs provided the original
motivation for proton decay searches in kiloton-scale detectors placed deep underground to limit
backgrounds. The 22.5−kt Super–Kamiokande experiment extended the search for proton decay
by more than an order of magnitude relative to the previous generation of experiments. Contempo-
rary reviews [98,99,100] discuss the strict limits already set by Super–Kamiokande and the context
of the proposed next generation of larger underground experiments such as Hyper-Kamiokande and
LBNE.

Although no evidence for proton decay has been detected, the lifetime limits from the current
generation of experiments already constrain the construction of many contemporary GUT models.
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In some cases, these lifetime limits are approaching the upper limits allowed by GUT models. This
situation points naturally toward continuing the search with new, larger detectors. These searches
are motivated by a range of scientific issues:

◦ Conservation laws arise from underlying symmetries in Nature [101]. Conservation of baryon
number is therefore unexplained since it corresponds to no known long-range force or sym-
metry.

◦ Baryon number non-conservation has cosmological consequences, such as a role in inflation
and the matter-antimatter asymmetry of the Universe.

◦ Proton decay is predicted at some level by almost all GUTs.

◦ Some GUTs can accommodate neutrinos with nonzero mass and characteristics consistent
with experimental observations.

◦ GUTs incorporate other previously unexplained features of the Standard Model such as the
relationship between quark and lepton electric charges.

◦ The unification scale is suggested both experimentally and theoretically by the apparent
convergence of the running coupling constants of the Standard Model. The unification scale
is in excess of 1015 GeV.

◦ The unification scale is not accessible by any accelerator experiment; it can only be probed
by virtual processes such as with proton decay.

◦ GUTs usually predict the relative branching fractions of different nucleon decay modes.
Testing these predictions would, however, require a sizeable sample of proton decay events.

◦ The dominant proton decay mode of a GUT is often sufficient to roughly identify the likely
characteristics of the GUT, such as gauge mediation or the involvement of supersymmetry.

The observation of even a single unambiguous proton decay event would corroborate the
idea of unification and the signature of the decay would give strong guidance as to the
nature of the underlying theory.

2.3.2 Proton Decay Modes

From the body of literature, two decay modes (shown in Figure 2.10) emerge that dominate the
LBNE experimental design. The more well-known of the two, the decay mode of p → e+π0,
arises from gauge mediation. It is often predicted to have the higher branching fraction and is also
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Figure 2.10: Feynman diagrams for proton decay modes from supersymmetric GUT, p+ → K+ν (left) and
gauge-mediation GUT models, p+ → e+π0 (right).

demonstrably the more straightforward experimental signature for a water Cherenkov detector. In
this mode, the total mass of the proton is converted into the electromagnetic shower energy of the
positron and two photons from π0 decay, with a net momentum vector near zero.

The second key mode is p→ K+ν. This mode is dominant in most supersymmetric GUTs, many
of which also favor additional modes involving kaons in the final state. This decay mode with a
charged kaon is uniquely interesting; since stopping kaons have a higher ionization density than
other particles, a LArTPC could detect it with extremely high efficiency, as described in Chapter 5.
In addition, many final states of K+ decay would be fully reconstructable in a LArTPC.

There are many other allowed modes of proton or bound neutron into antilepton plus meson decay
that conserve B − L§, but none of these will influence the design of a next-generation experiment.
The most stringent limits, besides those on p → e+π0, include the lifetime limits on p → µ+π0

and p → e+η, both of which are greater than 4× 1033 years [102]. Any experiment that will do
well for p→ e+π0 will also do well for these decay modes. The decays p→ νπ+ or n→ νπ0 may
have large theoretically predicted branching fractions, but they are experimentally difficult due to
the sizeable backgrounds from atmospheric-neutrino interactions. The decay p → µ+K0 can be
detected relatively efficiently by either water Cherenkov or LArTPC detectors.

A number of other possible modes exist, such as those that conserveB+L, that violate only baryon
number, or that decay into only leptons. These possibilities are less well-motivated theoretically,
as they do not appear in a wide range of models, and are therefore not considered here.

Figure 2.11 shows a comparison of experimental limits, dominated by recent results from Super–
Kamiokande to the ranges of lifetimes predicted by an assortment of GUTs. At this time, the theory
literature does not attempt to precisely predict lifetimes, concentrating instead on suggesting the
dominant decay modes and relative branching ratios. The uncertainty in the lifetime predictions
comes from details of the theory, such as masses and coupling constants of unknown heavy parti-
cles, as well as poorly known details of matrix elements for quarks within the nucleon.

§In these models, the quantum number B − L is expected to be conserved even though B and L are not individually
conserved.
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It is apparent from Figure 2.11 that a continued search for proton decay is by no means assured
of obtaining a positive result. With that caveat, an experiment with sensitivity to proton lifetimes
between 1033 and 1035 years is searching in the right territory over virtually all GUTs; even if no
proton decay is detected, stringent lifetime limits will provide strong constraints on such models.
Minimal SU(5) was ruled out by the early work of IMB and Kamiokande and minimal SUSY SU(5)
is considered to be ruled out by Super–Kamiokande. In most cases, another order of magnitude in
improved limits will not rule out specific models but will constrain their allowed parameters; this
could allow identification of models which must be fine-tuned in order to accommodate the data,
and are thus less favored.

As Chapter 5 will show, the performance and scalability of the LArTPC technology opens up
nucleon decay channels that are not as readily accessible in existing and proposed water Cherenkov
detectors, providing LBNE with a unique and compelling opportunity for discovery.
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2.4 Supernova-Neutrino Physics and Astrophysics

For over half a century, researchers have been grappling to understand the physics of the neutrino-
driven core-collapse supernova. The interest in observing the core-collapse supernova explosion
mechanism comes from the key role supernovae of this type have played in the history of the
Universe. Without taking supernova feedback into account, for example, modern simulations of
galaxy formation cannot reproduce the structure of our galactic disk. More poetically, the heavy
elements that are the basis of life on Earth were synthesized inside stars and ejected by supernova
explosions.

Neutrinos from a core-collapse supernova are emitted in a burst of a few tens of seconds duration,
with about half emitted in the first second. They record the information about the physical processes
in the center of the explosion during the first several seconds — as it is happening. Energies are in
the few-tens-of-MeV range and luminosity is divided roughly equally between flavors. The basic
model of core collapse was confirmed by the observation of neutrino events from SN1987A, a
supernova in the Large Magellanic Cloud — outside the Milky Way — 50 kpc (kiloparsecs) away.
Nineteen events were detected in two water Cherenkov detectors [103,104] and additional events
were reported in a scintillator detector [105]. The neutrino signal from a core-collapse supernova
in the Milky Way is expected to generate a high-statistics signal from which LBNE could extract a
wealth of information [106,107].

The expected rate of core-collapse supernovae is two to three per century in the Milky
Way [108,109]. In a 20-year experimental run, LBNE’s probability of observing neutrinos
from a core-collapse supernova in the Milky Way is about 40%. The detection of thousands
of supernova-burst neutrinos from this event would dramatically expand the science reach of
the experiment, allowing observation of the development of the explosion in the star’s core
and probing the equation-of-state of matter at nuclear densities. In addition, independent
measurements of the neutrino mass hierarchy and the θ13 mixing angle are possible, as well
as additional constraints on physics beyond the Standard Model.

Each of the topics that can be addressed by studying supernova-burst neutrinos represent
important outstanding problems in modern physics, each worthy of a separate, dedicated
experiment, and the neutrino physics and astrophysics communities would receive payback
simultaneously. The opportunity of targeting these topics in a single experiment is very
attractive, especially since it may come only at incremental cost to the LBNE Project.

The explosion mechanism is thought to have three distinct stages: the collapse of the iron core,
with the formation of the shock and its breakout through the neutrinosphere; the accretion phase,
in which the shock temporarily stalls at a radius of about 200 km while the material keeps raining
in; and the cooling stage, in which the hot proto-neutron star loses its energy and trapped lepton
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number, while the re-energized shock expands to push out the rest of the star. Each of these three
stages is predicted to have a distinct signature in the neutrino signal. Thus, it should be possible to
directly observe, for example, how long the shock is stalled. More exotic features of the collapse
may be observable in the neutrino flux as well, such as possible transitions to quark matter or to a
black hole. (An observation in conjunction with a gravitational wave detection would be especially
interesting; e.g. [110,111].)

Over the last two decades, neutrino flavor oscillations have been firmly established in solar neutri-
nos and a variety of terrestrial sources. The physics of the oscillations in the supernova environment
promises to be much richer than in any of the cases measured to date, for a variety of reasons:

◦ Neutrinos travel through the changing profile of the explosion with stochastic density fluc-
tuations behind the expanding shock and, due to their coherent scattering off of each other,
their flavor states are coupled.

◦ The oscillation patterns come out very differently for the normal and inverted mass hierar-
chies.

◦ The expanding shock and turbulence leave a unique imprint in the neutrino signal.

◦ Additional information on oscillation parameters, free of supernova model-dependence, will
be available if matter effects due to the Earth can be observed in detectors at different loca-
tions around the world [112,113].

◦ The observation of this potentially copious source of neutrinos will also allow limits on
coupling to axions, large extra dimensions, and other exotic physics (e.g., [114,115]).

◦ The oscillations of neutrinos and antineutrinos from a core-collapse supernova manifest very
differently. In the neutrino channel, the oscillation features are in general more pronounced,
since the initial spectra of νe and νµ (ντ ) are always significantly different. It would be
extremely valuable to detect both neutrino and antineutrino channels with high statistics.

Only about two dozen neutrinos were observed from SN1987A, which occurred in a nearby galaxy;
in contrast, the currently proposed next-generation detectors would register thousands or tens of
thousands of interactions from a core-collapse supernova in our galaxy. The type of observed inter-
actions will depend on the detector technology: a water-Cherenkov detector is primarily sensitive
to νe’s, whereas a LArTPC detector has excellent sensitivity to νe’s. In each case, the high event
rate implies that it should be possible to measure not only the time-integrated spectra, but also their
second-by-second evolution. This is a key feature of the supernova-burst physics potential of the
planned LBNE experiment.

Currently, experiments worldwide are sensitive primarily to νe’s, via inverse-beta decay on free
protons, which dominates the interaction rate in water and liquid-scintillator detectors. Liquid ar-
gon exhibits a unique sensitivity to the νe component of the flux, via the absorption interaction on
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40Ar, νe + 40Ar → e− + 40K∗. In principle, this interaction can be tagged via the coincidence of
the electron and the 40K∗ de-excitation gamma cascade. About 900 events would be expected in a
10−kt fiducial liquid argon detector for a core-collapse supernova at 10 kpc. The number of signal
events scales with mass and the inverse square of distance, as shown in Figure 2.12. For a collapse

Figure 2.12: Number of supernova neutrino interactions in a liquid argon detector as a function of distance
to the supernova for different detector masses. Core collapses are expected to occur a few times per century,
at a most-likely distance from 10 kpc to 15 kpc.

in the Andromeda galaxy, massive detectors of hundreds of kilotons would be required to observe
a handful of events. However, for supernovae within the Milky Way, even a relatively small 10−kt
detector would gather a significant νe signal.

Because the neutrinos emerge promptly after core collapse, in contrast to the electromagnetic
radiation which must beat its way out of the stellar envelope, an observation could provide a
prompt supernova alert [116,117], allowing astronomers to find the supernova in early light turn-on
stages, which could yield information about the progenitor (in turn, important for understanding
oscillations). Further, observations and measurements by multiple, geographically separated de-
tectors during a core collapse — of which several are expected to be online over the next few
decades [106,118] — will enhance the potential science yield from such a rare and spectacular
event [112].
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3

Project and
Design

The LBNE Project was formed to design and construct the Long-Baseline Neutrino Exper-
iment. The experiment will comprise a new, high-intensity neutrino source generated from
a megawatt-class proton accelerator at Fermi National Accelerator Laboratory (Fermilab)
directed at a large far detector at the Sanford Underground Research Facility in Lead, SD.
A near detector will be located about 500 m downstream of the neutrino production target.
LBNE is currently planned as a phased program, with increased scientific capabilities at
each phase.

◦ The experimental facilities are designed to meet the primary scientific objectives of
the experiment: (1) fully characterize neutrino oscillations, including measuring the
value of the unknown CP-violating phase, δCP, and determining the ordering of the
neutrino mass states, (2) significantly improve proton decay lifetime limits, and (3)
measure the neutrino flux from potential core-collapse supernovae in our galaxy.

◦ The LBNE beamline, based on the existing Neutrinos at the Main Injector (NuMI)
beamline design, is designed to deliver a wide-band, high-purity νµ beam with a peak
flux at 2.5 GeV, which optimizes the oscillation physics potential at the 1,300−km
baseline. The beamline will operate initially at 1.2 MW and will be upgradable to
2.3 MW utilizing a proton beam with energy tunable from 60 to 120 GeV.

◦ The full-scope LBNE far detector is a liquid argon time-projection chamber (LArTPC)
of fiducial mass 34 kt.

The TPC design is modular, allowing flexibility in the choice of initial detector size.

◦ The LBNE far detector will be located 4,850 feet underground, a depth favorable
for LBNE’s search for proton decay and detection of the neutrino flux from a core-
collapse supernova.

◦ The high-precision near detector and its conventional facilities can be built as an in-
dependent project, at the same time as the far detector and beamline, or later.
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46 3 Project and Design

3.1 LBNE and the U.S. Neutrino Physics Program

Figure 3.1: Three frontiers of research in particle physics form an interlocking framework that addresses
fundamental questions about the laws of Nature and the cosmos. Each frontier, essential to the whole, has a
unique approach to making discoveries [14].

In its 2008 report, the U.S. Particle Physics Project Prioritization Panel (P5)∗ recommended a
world-class neutrino physics program as a core component of a U.S. particle physics program [14]
that revolves around three research frontiers as shown in Figure 3.1. Included in the report is
the long-term vision of a large far detector at the site of the former Homestake Mine in Lead,
SD, and a high-intensity, wide-band neutrino source at Fermilab. At the time, the proposed Deep
Underground Science and Engineering Laboratory (DUSEL) was planned to occupy the site of the
former mine; it is now the Sanford Underground Research Facility.

∗P5 is an advisory panel to the two main funding bodies for particle physics in the United States, the Department of
Energy (DOE) and the National Science Foundation (NSF).
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On January 8, 2010 the DOE approved the Mission Need [18] statement† for a new long-baseline
neutrino experiment that would enable this world-class program and firmly establish the U.S. as
the leader in neutrino science. The LBNE experiment is designed to meet this Mission Need.

With the facilities provided by the LBNE Project and the unique features of the experiment — in
particular the long baseline of 1,300 km, the wide-band beam and the high-resolution, underground
far detector — LBNE will conduct a broad scientific program addressing key physics questions
concerning the nature of our Universe as described in Chapter 2. The focus of the long-baseline
neutrino program will be the explicit demonstration of leptonic CP violation, if it exists, and the
determination of the neutrino mass hierarchy.

The 1,300−km baseline has been determined to provide optimal sensitivity to CP violation
and the measurement of δCP, and is long enough to enable an unambiguous determination
of the neutrino mass hierarchy [83].

The focus of the non-beam scientific program will be to search for proton decay, to enable detailed
studies of atmospheric neutrinos, and to detect and measure the neutrino flux from a supernova,
should one occur within our galaxy.

It is currently planned to implement LBNE as a phased program, with increased scientific capabil-
ities at each phase. The initial phase of LBNE will achieve significant advances with respect to its
primary scientific objectives as compared to current experiments. The goal for the initial phase of
LBNE is:

1. A new neutrino beamline at Fermilab driven by a 60 to 120 GeV proton beam with power of
up to 1.2 MW.

2. A liquid argon time-projection chamber (LArTPC) detector of fiducial mass at least 10 kt
located at the Sanford Underground Research Facility at a depth of 4,850 feet.

3. A high-precision near neutrino detector on the Fermilab site.

The cost for this initial phase (with a 10−kt far detector) is estimated to be 1.2B U.S.$ according
to DOE standard project accounting.

In December of 2012, the DOE issued CD-1 (Conceptual Design phase) approval for a budget of
867M$ U.S. based on a reduced scope that excluded the near neutrino detector and the underground
placement of the far detector. Domestic and international partners are being sought to enable con-
struction of the full first-phase scope outlined above. Subsequent phases of LBNE are expected to
include additional far detector mass and upgrades of the beam to ≥2.3−MW capability.

†A Mission Need statement initiates the process and provides initial funding toward developing the conceptual design
of a DOE scientific project.
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3.2 Near Site: Fermi National Accelerator Laboratory

Fermilab, located 40 miles west of Chicago, Illinois, is a DOE-funded laboratory dedicated
to high energy physics. The laboratory builds and operates accelerators, detectors and other
facilities that physicists from all over the world use to carry out forefront research.

Dramatic discoveries in high energy physics have revolutionized our understanding of the
interactions of the particles and forces that determine the nature of matter in the Universe.
Two major components of the Standard Model of Fundamental Particles and Forces were
discovered at Fermilab: the bottom quark (May-June 1977) and the top quark (February
1995). In July 2000, Fermilab experimenters announced the first direct observation of the
tau neutrino, thus filling the final slot in the lepton sector of the Standard Model. Run II
of the Fermilab Tevatron Collider was inaugurated in March 2001. The Tevatron was the
world’s highest-energy particle accelerator and collider until the Large Hadron Collider at
CERN came online in 2011.

While CERN now hosts the world’s highest-energy particle collider, the Fermilab acceler-
ator complex is being retooled to produce the world’s highest-intensity beams of protons,
muons and neutrinos. Scientists from around the world can exploit this capability to pursue
cutting-edge research in the lepton sector of the Standard Model where strong hints of new
physics have surfaced.

The beamline and near detector for LBNE will be constructed at Fermilab, referred to as the
Near Site.

Fermi National Accelerator Laboratory, originally named the National Accelerator Laboratory, was
commissioned by the U.S. Atomic Energy Commission, under a bill signed by President Lyndon
B. Johnson on November 21, 1967. On May 11, 1974, the laboratory was renamed in honor of
1938 Nobel Prize winner Enrico Fermi, one of the preeminent physicists of the atomic age.

Today, the DOE operates national laboratories throughout the United States, including Fermilab.
The DOE awarded to Fermi Research Alliance (FRA) the management and operating contract for
Fermilab, effective January 1, 2007. The FRA is a tax-exempt, limited liability company (LLC)
organized and operated for charitable, scientific and educational purposes under Section 501(c)(3)
of the Internal Revenue Code. The two members of FRA are the University of Chicago and the
Universities Research Association (URA). FRA has earned extensions to the Fermilab contract
through Dec. 31, 2015.

At Fermilab, a robust scientific program pushes forward on the three interrelated scientific frontiers
specified by the P5 panel in 2008 [14] and illustrated in Figure 3.1:

The Long-Baseline Neutrino Experiment
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1. At the Energy Frontier, Fermilab scientists are significant contributors to the LHC and to the
CMS experiment.

2. At the Intensity Frontier, Fermilab operates two neutrino beams that support a number of ex-
periments. In the next few years several new neutrino and muon experiments will be coming
online, of which LBNE will be the largest.

3. At the Cosmic Frontier, Fermilab runs and/or participates in several experiments, with in-
struments installed in North America, South America and Europe.

Figure 3.2: The accelerator chain at Fermi National Accelerator Laboratory. A 400−MeV linear accelerator
(linac) feeds into the 15-Hz Booster, which produces an 8−GeV beam. The Booster beam is used for the
Booster Neutrino Beamline experiments. The Booster feeds into the 120−GeV Main Injector. The Main
Injector is the source for the NuMI beamline, which supplies a high-power, high-energy neutrino beam to
the MINOS/MINOS+ and NOνA experiments.

The neutrino beams at Fermilab come from two of the lab’s proton accelerators (Figure 3.2), the
8−GeV Booster, which feeds the Booster Neutrino Beamline (BNB), and the 120−GeV Main
Injector (MI), which feeds the NuMI beamline. The LBNE beamline, described in Section 3.4,
will utilize the MI beam.
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NuMI, on which LBNE’s beamline design is based, is a high-energy neutrino beam that has been
operating since 2004. It was designed for steady 400−kW operation and achieved that goal by the
end of the MINOS experimental run in 2012. As shown in Figure 3.3, the NuMI beamline was
running with an average of 9× 1018 protons per week (≈ 2.7× 1020 protons-on-target per year) in
mid 2012.

Figure 3.3: The NuMI beamline performance

Figure 3.4: A possible ramp-up scenario for proton flux from Fermilab’s proton source for the Intensity
Frontier experiments.
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Upgrades to the Recycler‡ and MI as part of the NOνA Project, as well as the Proton Improve-
ment Plan (PIP) that is currently underway, comprise a set of improvements to the existing Linac,
Booster and MI aimed at supporting 15-Hz beam operations from the Booster (Figure 3.4).

In combination, the NOνA upgrades and the PIP create a capability of delivering 700 kW from the
MI at 120 GeV (≈ 6× 1020 proton-on-target per year) by 2016. The proton beam power expected
to be available as a function of MI beam energy after completion of the PIP upgrades is shown in
Figure 3.5.
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Figure 3.5: Proton beam power expected to be available as a function of MI beam energy after proton-
improvement-plan (PIP) upgrades.

A conceptual plan for further upgrades to the Fermilab accelerator complex has been completed.
Called the Proton Improvement Plan-II (PIP-II) [22], its goal is to increase the capabilities of
the existing accelerator complex to support delivery of 1.2 MW of beam power to the LBNE
production target at the initiation of operations, while simultaneously providing a platform for
subsequent upgrades of the complex to multi-MW capability. The starting point of this plan is the
Project X Reference Design Report [23].

‡The Recycler, a fixed 8-GeV kinetic energy storage ring located directly above the MI beamline, stores protons from
the 8-GeV Booster during MI ramp up.
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The primary bottleneck to providing increased beam power at Fermilab is the Fermilab Booster,
limited by space-charge forces at injection. In the intermediate term the most cost-effective ap-
proach to removing this bottleneck is to increase the injection energy into the Booster. The PIP-II
meets this goal via an 800−MeV superconducting linear accelerator (linac), operated at low duty
factor, but constructed of accelerating modules that are capable of continuous-wave (CW) oper-
ations if provided with sufficient cryogenic cooling and appropriate RF power. This is expected
to increase the beam intensity delivered from the Booster by 50% relative to current operations.
Shortening the MI cycle time to 1.2 s yields a beam power of 1.2 MW at 120 GeV. The conceptual
site layout of PIP-II is shown in Figure 3.6. Further possible upgrades beyond PIP-II would require
replacing the 8−GeV Booster with a superconducting linac injecting into the MI at energies be-
tween 6 and 8 GeV as shown in Figure 3.6, eventually increasing the power from the MI to 2.0–2.3
MW at 60–120 GeV.

The Long-Baseline Neutrino Experiment
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Figure 3.6: Site layout of PIP- II is shown as the magenta line which is the 800 MeV linac enclosure and
transfer line. New construction includes the linac enclosure, transfer line enclosure, linac gallery, center
service building, utility corridor, and cryo building. Dashed areas represent existing or planned underground
enclosures. Further possible upgrades to the Fermilab complex beyond PIP- II are shown in the bottom half
of the figure: cyan is a 1-3 GeV CW linac and transfer line, and green is a 3-8 GeV pulsed linac [22].

The Long-Baseline Neutrino Experiment



54 3 Project and Design

3.3 Far Site: Sanford Underground Research Facility

The Sanford Underground Research Facility [119] is a laboratory located on the site of the
former Homestake gold mine in Lead, SD that is dedicated to underground science. This
laboratory has been selected as the location of the far detector for LBNE, and is referred to
as the Far Site.

Underground neutrino experiments in the former mine date back to 1967 when nuclear
chemist Ray Davis installed a solar neutrino experiment 4,850 feet below the surface [120].
Ray Davis earned a share of the Nobel Prize for physics in 2002 for his experiment, which
ran until 1993.

LBNE is envisioned as the next-generation, multi-decade neutrino experiment at this site
seeking groundbreaking discoveries.

In 2006, Barrick Gold Corporation donated the Homestake Gold Mine site, located in Lead, South
Dakota (Figure 3.7) to the State of South Dakota, following over 125 years of mining. Mining
operations created over 600 km of tunnels and shafts in the facility, extending from the surface to
over 8,000 feet below ground. The mining levels are distributed∼150 feet apart and are referenced
by their depth below the facility entrance, e.g., the level 4,850 feet below ground is referred to as
the 4850L. This former mine encompasses the deepest caverns in the western hemisphere, offering
extensive drifts both vertically and laterally. A detailed vertical cross section of the 60 underground
levels developed for mining is shown in Figure 3.8.

In 2004, the South Dakota state legislature created the South Dakota Science and Technology
Authority (SDSTA) to foster scientific and technological investigations, experimentation and de-
velopment in South Dakota. A six-member board of directors appointed by the governor of South
Dakota directs the SDSTA. The SDSTA’s first task was to reopen the former Homestake site to the
4,850-foot level for scientific research. At this site, the SDSTA now operates and maintains the
Sanford Underground Research Facility through a contract managed and overseen by a dedicated
operations office at Lawrence Berkeley National Laboratory as a deep-underground research lab-
oratory. The Sanford Underground Research Facility property comprises 186 acres on the surface
and 7,700 acres underground. The surface campus includes approximately 253,000 gross square
feet of existing structures. A surface schematic of the campus is shown in Figure 3.9.

The state legislature has since committed more than $40 million in state funds to the development
of the Sanford Underground Research Facility, and the state has also obtained a $10 million Com-
munity Development Block Grant to help rehabilitate the site. In addition, a $70 million donation
from philanthropist T. Denny Sanford has been used to reopen the site for science and to establish
the Sanford Center for Science Education. The initial concepts for the facility were developed with
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Figure 3.7: Location of the town of Lead, South Dakota - the site of the former Homestake Gold Mine.
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Figure 3.8: The long section of the former Homestake Gold Mine. This figure illustrates the 60 underground
levels extending to depths greater than 8,000 feet. The location of cross section is indicated in the inset along
a NW to SE plane. The projection extends for 5.2 km along this plane
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Figure 3.9: The surface and underground campuses of the Sanford Underground Research Facility. The
3D inset image illustrates the plans to develop the 4850L and 7400L. Most current experiments are at the
4850L.

The Long-Baseline Neutrino Experiment



58 3 Project and Design

the support of the U.S. National Science Foundation (NSF) as the primary site for the NSF’s Deep
Underground Science and Engineering Laboratory (DUSEL). With the National Science Board’s
decision to halt development of the NSF-supported underground laboratory, the DOE now supports
the operation of the facility in addition to state and private funding. Both the NSF and the DOE
support experiments at the site.

Access to the underground areas has been reestablished and the primary access rehabilitated and
improved. The facility has been stabilized and the accumulated underground water has been pumped
out below 5,680 ft. The area around the Davis cavern at the 4850L, named for the late Ray Davis,
has been enlarged and adapted primarily for current and next-generation dark matter and neutri-
noless double-beta decay experiments. This upgraded area of the 4850L is now called the Davis
Campus. Additional science efforts are located throughout the facility, including an ultrapure de-
tector development laboratory, geophysics and geological efforts, and a public outreach program.
A 3D schematic highlighting the planned development of the 4850L is shown in Figure 3.10. The

Figure 3.10: Layout of experiments at the 4,850−ft level in the Sanford Underground Research Facility

LBNE far detector will be located in new excavated spaces near the bottom of the Ross Shaft, about
1 km from the Davis Campus. The 4,850−ft depth makes it an extremely competitive location in
terms of cosmic-ray background suppression for undertaking the nucleon decay and supernova
neutrino studies that LBNE plans to address. Figure 3.11 shows the predicted cosmic-ray flux at
this site [121] as compared to other underground laboratories worldwide.
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Figure 3.11: Predicted cosmic-ray flux as a function of depth. The predicted muon flux at the 4,850 ft
and 8,000 ft levels of the Sanford Underground Research Facility (SURF) are show as red squares. Two
measured depths in the facility are shown as red circles. Values for other underground laboratories are also
shown [121]. The line shows a parameterized model of the muon flux.

Another advantage of the 4850L Sanford Underground Research Facility site for LBNE is the
low level of rock radioactivity that could contribute backgrounds to the supernova burst neutrino
signal and other low-energy physics searches. It was found that the U/Th/K radioactivity for the
underground bedrocks at Homestake is in general very low when compared to common construc-
tion materials such as concrete and shotcrete; some samples are in the sub-ppm levels. However,
samples from rhyolite intrusions, a very small fraction of the total, show a relatively high con-
tent of U, Th, and K more typical of the levels found in other laboratories, in particular those in
granitic formations. Regions of potential rhyolite intrusions have been identified and documented
as shown in Figure 3.12. In some cases local shielding significantly mitigates the impact of the
rhyolite intrusions. Table 3.1 presents some of the assay results, obtained by direct gamma count-
ing for rock samples from the mine, including those collected close to the 4850L [122]. The Large
Underground Xenon (LUX) experiment is now operating in the cavern first excavated for Davis
in the 1960s. LUX is the most sensitive detector yet to search for dark matter [123]. The Majo-
rana Demonstrator experiment (MJD), also being installed in a newly excavated space adjacent to
the original Davis cavern, will search for neutrinoless double-beta decay. Figure 3.13 shows four
photographs of facilities and activities at the Sanford Underground Research Facility related to the
LUX and MJD at the 4850L. The LBNE far detector will benefit from the common infrastructure
being developed to house large experiments underground. The layout of the different proposed
experiments at the 4850L, including the LBNE detector, is shown in Figure 3.10.
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Figure 3.12: Geologic long section of Sanford Underground Research Facility showing the main rock for-
mations. The dark green rock is the Poorman formation, and the yellow areas indicate a projected rhyolite
swarm. The proposed location of two LBNE detector caverns are shown in the foreground.

In addition to LBNE, LUX and MJD, the Sanford Underground Research Facility science pro-
gram for the coming five to ten years (Figure 3.14) consists of the expansion of the LUX dark
matter search, the Center for Ultralow Background Experiments at Dakota (CUBED), and the geo-
science installations. Long-term plans are being developed to host a nuclear astrophysics program
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Table 3.1: Partial U/Th/K assay results for Sanford Underground Research Facility rock samples.
Overall errors estimated to be ∼10-20%. Also shown are results for various construction materials
(shotcrete/concrete).

Uranium (ppm) Thorium (ppm) Potassium (%)
Ave. [Range] Ave. [Range] Ave. [Range]

U/G Country Rock 0.22 [0.06-0.77] 0.33 [0.24-1.59] 0.96 [0.10-1.94]
Shotcrete 1.89 [1.74-2.23] 2.85 [2.00-3.46] 0.88 [0.41-1.27]
Concrete Blocks 2.16 [2.14-2.18] 3.20 [3.08-3.32] 1.23 [1.27-1.19]
Rhyolite Dike 8.75 [8.00-10.90] 10.86 [8.60-12.20] 4.17 [1.69-6.86]

Figure 3.13: Sanford Underground Research Facility: Administration building and Yates shaft headframe
(top left); corridor at 4,850 ft (1,480 m) depth leading to clean rooms and experimental halls (top right);
billet of radiopure electroformed copper for the MJD experiment being placed on a lathe in a clean room at
4,850 ft depth (bottom left); LUX experiment at 4,850 ft depth (bottom right).

involving underground particle accelerators (CASPAR and DIANA), and second- and third-generation
dark matter experiments.
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Figure 3.14: Timeline exploring the long-term potential of deep science experiments at the Sanford Under-
ground Research Facility. Figure courtesy of Mike Headley, the Sanford Underground Research Facility.
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3.4 Beamline

The LBNE neutrino beamline, located at Fermilab, utilizes a conventional horn-focused
neutrino beam produced from pion decay-in-flight, based largely on the highly successful
NuMI beamline design:

◦ The primary beam utilizes 60- to 120−GeV protons from the Main Injector acceler-
ator. The primary beamline is embedded in an engineered earthen embankment — a
novel construction concept to reduce costs and improve radiological controls.

◦ The beamline is designed to operate at 1.2 MW and to support an upgrade to 2.3−MW
operation.

◦ The beamline will generate a wide-band, high-purity beam, selectable for muon neu-
trinos or muon antineutrinos. Its tunable energies from 60 to 120 GeV will be well
matched to the 1,300−km neutrino oscillation baseline.

The LBNE beamline facility will aim a beam of neutrinos toward the LBNE far detector located
1,300 km away at the Sanford Underground Research Facility. The beamline facility, which will
be fully contained within Fermilab property, will consist of a primary (proton) beamline, a neu-
trino beamline, and conventional facilities to support the technical components of the primary and
neutrino beamlines [30]. The LBNE beamline reference design parameters approved at CD-1 are
summarized in Table 3.2. Improvements to this design that have been made or are being considered
are described in this section, including the important change to an initial beam power of 1.2 MW,
enabled by the planned PIP-II. The beamline needed for the full-scope LBNE will be realized in
the first phase of LBNE and will be upgradable to 2.3 MW.

The primary beam, composed of protons in the energy range of 60-120 GeV, will be extracted
from the MI-10 straight section of the Main Injector using single-turn extraction. The beam will
then be transported to the target area within a beam enclosure embedded in an engineered earthen
embankment (hill). The primary-beam transport section is designed for very low losses. The em-
bankment’s dimensions are designed to be commensurate with the bending strength of the required
dipole magnets so as to provide a net 5.8◦ downward vertical bend to the neutrino beam (Fig-
ures 3.15 and 3.16). The beamline is then buried by soil shielding that is placed at a stable angle of
repose, resulting in the embankment final geometry.

For 120−GeV operation and with the MI upgrades implemented for the NOνA experiment [126],
the fast, single-turn extraction will deliver 4.9 × 1013 protons to the LBNE target in a 10−µs
pulse. With a 1.33−s cycle time, the beam power for NOνA is 700 kW. Additional accelerator
upgrades planned as PIP-II [22] will increase the protons per cycle to 7.5 × 1013 and reduce the
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Table 3.2: Partial set of parameters for the elements of the LBNE Beamline reference design at CD-1 from
Volume 2 of the CDR [30]. The reference design described a 700 kW beam; it has since been changed to
1.2 MW. For each parameter the third column lists the range that had been studied prior to CD-1. Distances
between beam elements are given from the upstream face (the end facing the proton beam) with respect to
the upstream (front) face of Horn 1.

Element Parameter Range studied Reference design
value (700 kW)

Proton Beam energy 60 GeV to 120 GeV 120 GeV
protons per pulse 4.9×1013

cycle time between pulses 1.33 s
size at target σx,y 1 mm to 2 mm 1.3 mm
duration 1.0×10−5 sec
POT per year 6.5×1020

Target material graphite, beryllium graphite
hybrid [124]

length ≥ 2 interaction lengths 966 mm
profile rectangular, rectangular

round (r = 5 mm to 16 mm) 7.4 mm x 15.4 mm
dist. from Horn 1 (front) 0 cm to −250 cm −35 cm to −285 cm

Focusing Horn 1 [125] shape cylindrical-parabolic, double-parabolic
double-parabolic (NuMI)

length (focusing region) 2,500 mm to 3,500 mm 3,000 mm
current 180 kA to 350 kA 200 kA
minimum inner radius 9.0 mm
maximum outer radius 174.6 mm

Focusing Horn 2 shape double-parabolic NuMI Horn 2
length (focusing region) 3,000 mm to 4,000 mm 3,000 mm
current 180 kA to 350 kA 200 kA
minimum inner radius 39.0 mm
maximum outer radius 395.4 mm
dist. from Horn 1 (front) 4,000 mm to 10,000 mm 6,600 mm

Decay Pipe length 200 m to 350 m 204 m
radius 1.0 m to 3.0 m 2 m
atmosphere Air, He, vacuum air at atm. pressure
dist. from Horn 1 (front) 11 m to 23 m 17.3 m

cycle time to 1.2 s, resulting in an initial beam power for LBNE of 1.2 MW. The LBNE beamline is
designed to support additional beam power upgrades beyond PIP-II, discussed in Section 3.2, that
can increase the beam power up to 2.3 MW. At 1.2−MW operation the accelerator and primary
beamline complex are expected to deliver 11× 1020 protons per year to the target.

Approximately 85% of the protons interact with the solid target, producing pions and kaons that
subsequently get focused by a set of magnetic horns into a decay pipe where they decay into muons
and neutrinos (Figure 3.17). The neutrinos form a wide-band, sign-selected neutrino or antineutrino
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Figure 3.15: Plan view of the overall Near Site project layout showing locations for the LBNE Beamline
extraction point from the MI, the primary beamline, target hall, decay pipe, absorber and near neutrino
detector.

Figure 3.16: Longitudinal section of the LBNE Beamline facility. The beam enters from the right in the
figure, the protons being extracted from the MI-10 extraction point at the Main Injector.
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beam, designed to provide flux in the energy range of 0.5 to 5 GeV. This energy range will cover the
first and second neutrino-oscillation maxima, which for a 1,300−km baseline are at approximately
2.5 and 0.8 GeV, respectively.

Figure 3.17: Schematic of the upstream portion of the LBNE neutrino beamline showing the major com-
ponents of the neutrino beam. The target chase bulk steel shielding is shown in magenta. Inside the target
chase from left to right (the direction of the beam) pointing downwards: the beam window, horn-protection
baffle and target mounted on a carrier, the two toroidal focusing horns (the green custom shielding blocks
are part of the horn support modules that are not shown) and the decay pipe (orange). Above the chase and
to the right is the work cell for horn and target system repairs. The beige areas indicate concrete shielding.

The reference target design for LBNE is an upgraded version of the NuMI-LE (Low Energy) target
that was used for eight years to deliver beam to the MINOS experiment. The target consists of 47
segments, each 2 cm long, of POCO graphite ZXF-5Q. Focusing of charged particles is achieved
by two magnetic horns in series, the first of which partially surrounds the target. They are both
NuMI/NOνA-design horns with double-paraboloid inner conductor profiles. The NuMI/NOνA-
design horns currently operate at 185 kA to 200 kA. The horns have been evaluated and found to
be operable with currents up to 230 kA but the striplines that supply the horn currents are still under
evaluation. Additional development of the target and horns is required to adapt the existing designs
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from the 700−kW beam power used by NOνA to 1.2 MW for LBNE. The horn current polarity can
be changed to selectively focus positive or negative hadrons, thus producing high purity (> 90%
in oscillation region) νµ or νµ beams. Each beam polarity will have a < 10% contamination of
neutrinos of the “wrong sign” in the oscillation energy region (ν’s in the ν beam and vice-versa)
from decays of wrong-sign hadrons that propagate down the center of the focusing horns — where
there is no magnetic field — into the decay volume. In addition, a ≤ 1% contamination of νe
and νe in the νe appearance signal region is produced by the decays of tertiary muons from pion
decays, and decays of kaons. The neutrino flux components from the LBNE CD-1 beamline design
produced using a full Geant4 simulation of both horn polarities are shown in Figure 3.18. The
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Figure 3.18: The neutrino beam fluxes (left) and antineutrino beam fluxes (right) produced by a Geant4
simulation of the LBNE beamline. The horn current assumed is 200 kA, the target is located 35 cm in front
of horn 1, the decay pipe is air-filled, 4 m in diameter and 204 m in length.

beamline design provides a wide-band neutrino beam with a peak flux at 2.5 GeV, which matches
the location of the first νµ → νe oscillation maximum. The NuMI reference target design used for
LBNE allows the target to be moved with respect to Horn 1. The location of the upstream face §

of the target with respect to the upstream face of Horn 1 can be varied from −35 cm (default
location) to −2.85 m, thus the LBNE beamline can produce a wide range of beam spectra. Three
possible far-site beam spectra, produced by moving the target from−35 cm (low-energy) to−1.5 m
(medium-energy) to −2.5 m (high energy) are shown in Figure 3.19.

The decay volume design for LBNE is a helium-filled, air-cooled pipe of circular cross section
with a diameter of 4 m and length from 204 m to 250 m optimized such that decays of the pions
and kaons result in neutrinos in the energy range useful for the experiment. A 250−m decay pipe
is the maximum length that will allow the near neutrino detector complex to fit within the Fermilab
site boundaries. At the end of the decay region, the absorber, a water-cooled structure of aluminum
and steel, is designed to remove any residual hadronic particles; it must absorb a large fraction of
the incident beam power of up to 2.3 MW. Instrumentation immediately upstream of the absorber

§The proton beam direction determines the upstream and downstream conventions. The upstream (front) face of Horn
1 is therefore the Horn 1 face closest to the proton beam window.
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Figure 3.19: Event interaction rates at the LBNE far detector in the absence of oscillations and due to
neutrinos produced by a 120 GeV proton beam for several target positions relative to Horn 1. The black
curve shows the expected interaction spectrum for the low-energy tune (LE) where the upstream face of
the target is located 35 cm upstream of Horn 1, the blue curve is a sample medium-energy (ME) tune with
the target located 1.5 m upstream of Horn 1 and the red curve is the high-energy tune (HE) with the target
located 2.5 m upstream of Horn 1. The horn current assumed is 200 kA, the decay pipe is air-filled, 4 m in
diameter and 204 m in length.

measures the transverse distribution of the resultant hadronic showers to monitor the beam on a
pulse-by-pulse basis.

An array of muon detectors in a small alcove immediately downstream of the absorber measures
tertiary-beam muons and thereby indirectly provides information on the direction, profile and flux
of the neutrino beam. This will be described in Section 3.5.

The beamline conventional facilities include the civil construction required to house the beam-
line components in their planned layout as shown in Figures 3.15 and 3.16. Following the beam
from southeast to northwest, or roughly from right to left in Figure 3.15, the elements include the
underground Extraction Enclosure, the Primary Beam Enclosure (inside the embankment) and its
accompanying surface-based Service Building (LBNE 5), the Target Complex (LBNE 20) located
in the embankment, the Decay Pipe, the underground Absorber Hall with the muon alcove, and
its surface-based Service Building (LBNE 30). The embankment will need to be approximately
290 m long and 18 m above grade at its peak. The planned near neutrino detector facility is located
as near as is feasible to the west site boundary of Fermilab, along the line-of-sight indicated in red
in Figure 3.15.
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The parameters of the beamline facility were determined taking into account several factors includ-
ing the physics goals, the Monte Carlo modeling of the facility, spatial and radiological constraints
and the experience gained by operating the NuMI facility at Fermilab. The relevant radiological
concerns, prompt dose, residual dose, air activation and tritium production have been extensively
modeled and the results implemented in the system design. The beamline facility design described
above minimizes expensive underground construction and significantly enhances capability for
ground-water radiological protection. In general, components of the LBNE beamline system that
cannot be replaced or easily modified after substantial irradiation are being designed for 2.3−MW
operation. Examples of such components are the shielding of the target chase and decay pipe, and
the absorber with its associated shielding.

The following LBNE beamline design improvements beyond the CD-1 conceptual design are being
assessed:

◦ An increase in the length of the decay pipe up to 250 m (the maximum length allowed by
the existing Fermilab site boundaries), and also possibly an increase in its diameter up to
6 m. Increases to the decay pipe size would require additional cost of the order several tens
of millions of dollars. Increasing the length of the decay pipe from 200 to 250 m increases
the overall event rate in the oscillation region by 12%. Increases in the decay pipe diameter
produce a 6% increase in the low-energy neutrino event rate as shown in Table 3.3.

◦ It has recently been decided to fill the decay pipe with helium instead of air. The total νµ
event rate increases by about 11%, with a decrease in ν contamination in the neutrino beam.
Introducing helium in the decay pipe requires the design and construction of a decay pipe
window.

◦ An increase in the horn current of the horns by a modest amount (from 200 kA to 230 kA);
this is expected to increase the neutrino event rates by about 10-12% at the first oscillation
maximum [127]. A Finite Element Analysis simulation and a cooling test of the horns are
underway to evaluate this option.

◦ Use of an alternate material to the POCO graphite for the target to increase the target
longevity. This would involve additional R&D effort and design work. A beryllium target,
for example, could be made shorter, potentially improving the horn focusing.

◦ Development of more advanced horn designs that could boost the low-energy flux in the
region of the second oscillation maximum. It should be noted that the target and horn systems
can be modified or replaced even after operations have begun if improved designs enable
higher beam flux.

Table 3.3 summarizes the impact of the beam design improvements after CD-1 and the additional
costs required. Together, the changes are anticipated to result in an increase of ∼ 50% in the νe
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appearance signal rate at the far detector. A 30% increase in signal event rate at the far detector
can be achieved for < 10 M$ without changing the CD-1 decay pipe size (4 m diameter × 204 m
length) by changing from an air-filled to a helium-filled decay pipe. Increasing the decay pipe size
to 6 m diameter × 250 m length would result in an additional 15% increase in flux but would cost
an additional ∼ 47 M$ — this includes the cost of a redesigned absorber.

Table 3.3: Impact of the beam improvements under study on the neutrino νµ → νe CC appearance rates
at the far detector in the range of the first and second oscillation maxima, shown as the ratio of appearance
rates: the improved rate divided by the rate from the beam design described in the Conceptual Design Report.

Changes 0.5 to 2 GeV 2 to 5 GeV Extra Cost
Horn current 200 kA→ 230 kA 1.00 1.12 none
Proton beam 120→ 80 GeV at constant power 1.14 1.05 none
Target NuMI-style graphite→ Be cylinder 1.10 1.00 < 1 M$
Decay pipe Air→ He 1.07 1.11 ∼ 8 M$
Decay pipe diameter 4 m→ 6 m 1.06 1.02 ∼ 17 M$
Decay pipe length 200 m→ 250 m 1.04 1.12 ∼ 30 M$

Total 1.48 1.50

3.5 Near Detector

A high-resolution near neutrino detector located approximately 500 m downstream of the
LBNE neutrino production target, as shown in Figure 3.16, is a key component of the full
LBNE scientific program:

◦ The near neutrino detector will enable the LBNE experiment to achieve its primary
scientific goals — in particular discovery-level sensitivity to CP violation and high-
precision measurements of the neutrino oscillation parameters, including the unknown
CP-violating phase, δCP.

◦ A rich program of LBNE physics measurements at the near detector will exploit the
potential of high-intensity neutrino beams as probes of new physics.

To achieve the precision required to make a significant advancement in the measurement of neu-
trino oscillation parameters over current experiments and to reach the desired 5σ sensitivity to CP
violation (discussed in Chapters 4 and 7), LBNE will need to measure the unoscillated flux spec-
trum, to a few percent, for all neutrino species in the beam: νµ, νe, νµ and νe. This requires a high-
resolution, magnetized near neutrino detector with high efficiency for identifying and measuring
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electrons and muons. To measure the small νe contamination in the beam with greater precision,
the detector would need to be able to distinguish e+ from e−; this would require a low-density
detector with a commensurately long physical radiation length. In addition, use of an argon target
nucleus — similar to the far detector — would allow cancellation of systematic errors. A reference
design has been developed for a near neutrino detector that will meet these requirements; in par-
ticular it will measure the neutrino event rates and cross sections on argon, water and other nuclear
targets for both νe and νµ charged current (CC) and neutral current (NC) scattering events.

Figure 3.20: System of tertiary-beam muon detectors, located downstream of the LBNE beamline absorber,
for monitoring the muon flux from the LBNE beamline.

In addition to the near neutrino detector, a sophisticated array of muon detectors will be placed just
downstream of the absorber. The muon detectors, shown in Figure 3.20, detect mostly muons from
the two-body decays of π+(−) → µ+(−)νµ(νµ) in the beamline, thus the measured muon and νµ flux
distributions are highly correlated. The ionization chamber array will provide pulse-by-pulse mon-
itoring of the beam profile and direction. The variable-threshold gas Cherenkov detectors will map
the energy spectrum of the muons exiting the absorber on an on-going basis. The stopped muon
detectors will sample the lowest-energy muons, which are known to correlate with the neutrino
flux above 3 GeV — equivalent to about half the neutrino flux near the first oscillation maximum
— and a decreasing fraction of it at lower energy. This system, together with the existing level of
understanding of the similar NuMI beam and experience in previous neutrino oscillation experi-
ments, will provide additional constraints on the understanding of the neutrino beam, and will thus
support and complement the near neutrino detector measurements.

The reference design for the near neutrino detector is a fine-grained tracker [128], illustrated in Fig-
ure 3.21. It consists of a 3 × 3 × 7.04 m3 straw-tube tracking detector (STT) and electromagnetic
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Figure 3.21: The LBNE near neutrino detector reference design with the dipole magnet open to show
the straw-tube tracker (grey) and electromagnetic calorimeter (yellow). RPCs for muon identification (red
squares) are embedded in the yoke steel and up- and downstream steel walls.

calorimeter inside of a 0.4-T dipole magnet, illustrated in Figure 3.22, and resistive plate chambers
for muon identification (MuID) located in the steel of the magnet and also upstream and down-
stream of the tracker. High-pressure argon gas targets, as well as water and other nuclear targets,
are embedded in the upstream part of the tracking volume. The nominal active volume of the STT
corresponds to eight tons of mass. The STT is required to contain sufficient mass of argon gas in
tubes (Al or composite material) to provide at least a factor of ten more statistics than expected in
the far detector. Table 3.4 summarizes the performance for the fine-grained tracker’s configuration,
and Table 3.5 lists its parameters.

Figure 3.22 shows the locations of the electromagnetic calorimeter and MuID next to the magnet
steel and magnet coils. The fine-grained tracker has excellent position and angular resolutions due
to its low-density (∼ 0.1 g/cm3), high-precision STT. The low density and magnetic field allow it to
distinguish e+ from e− on an event-by-event basis. The high resolution is important for determining
the neutrino vertex and determining whether the neutrino interaction occurs in a water or argon
target. Electrons are distinguished from hadrons using transition radiation.
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Figure 3.22: A schematic drawing of the ECAL (yellow modules) next to the magnet coils (red) and MuID
(blue modules) interspersed in the magnet steel (green).

Table 3.4: Summary of the performance for the fine-grained tracker configuration

Performance Metric Value
Vertex resolution 0.1 mm
Angular resolution 2 mrad
Ee resolution 5%
Eµ resolution 5%
νµ/νµ ID Yes
νe/νe ID Yes
NCπ0/CCe rejection 0.1%
NCγ/CCe rejection 0.2%
NCµ/CCe rejection 0.01%

The design of the near neutrino detector is the subject of study by the LBNE Collaboration, and
alternatives such as a magnetized liquid argon TPC will be investigated further. A detailed descrip-
tion of the fine-grained tracker can be found in [129], and descriptions of it and the alternative
LArTPC design are presented in the March 2012 LBNE CDR (Volume 3 of [31]).

High-intensity neutrino beams can be used as probes of new physics and given the broad en-
ergy range of the LBNE beam, a diverse range of physics measurements is possible in the high-
resolution near neutrino detector. These potentially wide-ranging physics measurements would
complement other physics programs, such as those at Jefferson Laboratory, that are using proton,
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Table 3.5: Parameters for the fine-grained tracker.

Parameter Value
STT detector volume 3× 3× 7.04 m3

STT detector mass 8 tons
Number of straws in STT 123,904
Inner magnetic volume 4.5× 4.5× 8.0 m3

Targets 1.27-cm thick argon (∼ 50 kg), water and others
Transition radiation radiators 2.5 cm thick
ECALX0 10 barrel, 10 backward, 18 forward
Number of scintillator bars in ECAL 32,320
Dipole magnet 2.4-MW power; 60-cm steel thickness
Magnetic field and uniformity 0.4 T; < 2% variation over inner volume
MuID configuration 32 RPC planes interspersed between 20-cm thick

layers of steel

electron or ion beams from colliders and fixed-target facilities. A detailed discussion of the physics
capabilities of a high-resolution near detector is presented in Chapter 7 and in [129].

3.6 Far Detector

The full-scope LBNE far detector is a liquid argon time-projection chamber of fiducial
mass 34 kt located at the 4,850−ft level of the Sanford Underground Research Facility. The
LArTPC technology allows for high-precision identification of neutrino flavors, offers ex-
cellent sensitivity to proton decay modes with kaons in the final state and provides unique
sensitivity to electron neutrinos from a core-collapse supernova. The full detector size and
its location at a depth of 4,850 feet will enable LBNE to meet the primary scientific goals —
in particular, to find evidence for CP violation over a large range of δCP values, and to signif-
icantly advance proton-decay lifetime limits. Conceptual designs of the 34−kt underground
detector are well developed.

The liquid argon TPC technology chosen for LBNE combines fine-grained tracking with total ab-
sorption calorimetry to provide a detailed view of particle interactions, making it a powerful tool
for neutrino physics and underground physics such as proton decay and supernova-neutrino obser-
vation. It provides millimeter-scale resolution in 3D for all charged particles. Particle types can be
identified both by their dE/dx and by track patterns, e.g., the decays of stopping particles. The
modest radiation length (14 cm) is sufficiently short to identify and contain electromagnetic show-
ers from electrons and photons, but long enough to provide good e/γ separation by dE/dx (one
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versus two minimum ionizing particles) at the beginning of the shower. In addition, photons can
be distinguished from electrons emanating from an event vertex by the flight path before their first
interaction. These characteristics allow the LArTPC to identify and reconstruct signal events with
high efficiency while rejecting backgrounds to provide a high-purity data sample. The principal
design parameters of the full-scope LBNE LArTPC far detector are given in Table 3.6.

Table 3.6: Principal design parameters of the full-scope LBNE LArTPC far detector from [32].

Parameter Value
Total/Active/Fiducial Mass 50/40/34 kt
Number of Detector Modules (Cryostats) 2
Drift Cell Configuration within Module 3 wide × 2 high × 18 long drift cells
Drift Cell Dimensions 2 × 3.7 m wide (drift) × 7 m high × 2.5 m long
Detector Module Dimensions 22.4 m wide × 14 m high × 45.6 m long
Anode Wire Spacing ∼5 mm
Wire Planes (Orientation from vertical) Grid (0◦), Induction 1 (45◦), Induction 2 (-45◦)

Collection (0◦)
Drift Electric Field 500 V/cm
Maximum Drift Time 2.3 ms

Scalability has been a design consideration of critical importance for the LBNE Project, and for
the far detector in particular, since the Project’s inception in 2009. A 10−kt LArTPC far detector
configuration has been identified as the minimal initial configuration of LBNE that can make sig-
nificant advances toward the primary scientific goals of LBNE. Because of the scalability built into
the LBNE design, other, more capable, configurations could be accomplished either in the initial
phase with the identification of additional resources, or at a later stage.

Other important considerations for the construction of LBNE’s large LArTPC far detector include:

1. cryogenic safety and the elimination of hazards associated with large cryogenic liquid vol-
umes

2. attainment of stringent argon purity requirements with respect to electronegative contami-
nants (e.g., < 0.2 ppb O2 concentration)

3. ease of transport and assembly of TPC mechanical systems

4. efficient deployment of high-sensitivity/low-noise electronics for readout of the ionization
signal

The far detector complex for both the first-phase (≥ 10−kt) and full 34−kt options will be out-
fitted with two separately instrumented detector vessels instead of a single, larger vessel — an
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approach which has several benefits. First, this design enables each cryostat and TPC to be filled
and commissioned while the other remains available for liquid storage, allowing for repairs to be
made after the start of commissioning, should that be necessary. Secondly, it allows deployment
of TPCs of different designs. This would enable, for example, international partners to contribute
a detector of an alternate design, based on their own experience, or one that would emphasize a
particular research interest.

The detector vessels will be constructed using technology standards from the liquefied natural gas
(LNG) industry. With similar requirements and geometries, adaptation of industrial LNG cryostat
design provides a high-performance, extensively tested approach to the challenge of liquid argon
containment for LBNE. The cryostats in large LNG tanker ships are constructed using a thin (1–2
mm), polished, stainless steel inner membrane surrounded by thick foam passive insulation. With
stainless steel as the only wetted surface, this is an inherently clean design, ideal for liquid argon
detectors where high purity is essential.

The underground detector placement at the 4850L of the Sanford Underground Research Facility
was studied in detail during the Conceptual Design Phase of LBNE and presented at the Fermilab
Director’s Independent Conceptual Design Review in March of 2012 [24]. Significant effort has
been invested to minimize the (dominant) cost of the far site conventional facilities.

3.6.1 The 10−kt Detector Design

◦ The far detector for the initial phase of LBNE will have fiducial mass of at least 10 kt.
This mass allows for high probability determination of the neutrino mass hierarchy
and can provide evidence for CP violation, if this effect is large.

◦ The detector needs to be located deep underground to provide sensitivity for proton
decay searches in the kaon modes and for measuring neutrinos from potential super-
novae in the galaxy.

◦ A conceptual design for a 10−kt LArTPC has been developed, thoroughly reviewed
and found to be sound.

◦ LBNE is working with international partners in an effort to deploy a more massive far
detector in the initial phase.

A conceptual design for the initial 10−kt far detector for the first-phase LBNE Project has been
developed that is easily scalable to larger detectors. Many of the detector elements, in particular
the modular TPC design and readout electronics, utilize full-scale modules and designs that can
easily be replicated in larger numbers to instrument a larger detector. This design consists of two
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Figure 3.23: 3D view of the 10−kt far detector showing a lateral cross section of the two 5−kt fiducial-mass
LArTPC vessels

9.4−kt liquid argon vessels [32], each designed to hold a 5−kt fiducial-mass LArTPC as shown in
Figure 3.23.

The cryogenics systems for the 10−kt detector will consist of two 85−kW liquid nitrogen liquefac-
tion plants, a liquid argon receiving station, a liquid argon circulation system with liquid purifiers,
and a liquid argon re-condensing system. All the cryogenics systems are similar to large-scale
systems found in industrial applications.

The LBNE TPC design for the 10−kt detector consists of three rows of cathode plane assemblies
(CPAs) interspersed with two rows of anode plane assemblies (APAs), similar to the layout concept
shown in Figure 3.24 bottom right, with readout electronics mounted directly on the APA frames
(Figure 3.24, left). These elements run the length of a cryostat module, save for space at one
end allocated to the cryogenics systems. A field cage for shaping the electric field covers the
top, bottom, and ends of the detector. The spacing between the CPA and APA rows is 3.48 m
and the cathode planes will be operated at 173 kV, establishing a drift field of 500 V/cm and a
corresponding maximum drift time of 2.16 ms.

The APAs and CPAs are designed in a modular fashion as illustrated in Figure 3.24, top right.
Each APA/CPA is constructed with a support frame 2.5 m long and 7 m high; these dimensions are
chosen for ease of transportation to the detector site and installation within the cryostat. During
installation, two APAs are connected end-to-end to form a 14 m tall, 2.5 m long unit, which is
transported to its final position in the detector and suspended there using a rail system at the top
of the detector. Pairs of CPAs are installed in a similar fashion. This system of 2.5 m long detector
elements is easily scalable to any desired detector size. A total of 40 APAs and 60 CPAs per cryostat
are needed for the 10−kt detector design, configured as two rows of APAs, ten APA pairs long.

Three sense wire planes (two induction planes and one collection plane) with wire pitches of 4.8
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Figure 3.24: The LBNE TPC modular construction concept

mm are mounted on each side of an APA frame, for sensitivity to ionization signals originating
within the TPC cell on either side. The wires on these planes are oriented vertically (collection)
and at ±45◦ (induction)¶. The induction plane wires are wrapped around the APA frame, and are
therefore sensitive to charge arriving from either side of the APA, depending on where the charge
arrives along the length of the wires. This configuration allows placement of readout electronics
at the top and bottom of each two-APA unit. (Cables from the bottom APA are routed up through
the support frame, thereby eliminating any obstruction they would otherwise cause.) In this way,
adjacent APA-pairs can be abutted so as to minimize the uninstrumented region in the gaps between
them along the length of the detector.

¶The current design uses a 36◦ orientation to remove hit assignment ambiguities.
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Low-noise, low-power CMOS (Complementary Metal Oxide Semiconductor) preamplifier and
ADC ASICS (Application Specific Integrated Circuit) have been developed for deployment on
circuit boards mounted directly on the APA frames. This scheme ensures good signal-to-noise
performance, even allowing for some attenuation of long-drift ionization signals due to residual
impurities in the argon. It also offers the possibility of digital signal processing, including multi-
plexing and zero suppression at the front end, thereby limiting the cable plant within the cryostat
and the number of penetrations required, while also easing requirements on the downstream read-
out/DAQ systems located outside the cryostat. The ASICS have been laid out following design
rules developed explicitly for long-term operation at cryogenic temperatures.

In order to separate neutrino beam events from other interactions — particularly for proton decay
and supernova neutrino signals — it is necessary to accurately determine the event time relative
to the neutrino beam time window or an incoming cosmic muon. If the event time is known at the
microsecond level then out-of-time cosmic-ray backgrounds for beam neutrinos can be rejected to
the level of 10−5 (the beam spill duty factor). The slow ionization-electron drift velocity gives the
TPC its 3D imaging capability, but an independent fast signal is required to localize events in time
and in space along the drift direction. The excellent scintillation properties of liquid argon (O(104)
photons per MeV of energy deposition) are exploited to address this issue. A photon detection
system is planned for detection of the 128-nm scintillation light that, in turn, allows determination
of the event timing. Several photon detector designs are under study. The most advanced design
uses cast acrylic bars coated with wavelength shifter, and SiPMs (silicon photomultipliers) at the
ends for read-out. These bars will be assembled into paddles of dimensions 10 cm by 2 m, and
mounted on the APA frames, fitting within the 5-cm gap between the sets of wire planes located on
both sides of the frames. Initial studies indicate a light yield of 0.1 to 0.5 photoelectrons per MeV.

3.6.2 The 34−kt Detector Design

One possible design of a 34−kt detector is two 17−kt modules placed end-to-end in a common cav-
ern at the 4,850−ft level of the Sanford Underground Research Facility, as shown in Figure 3.25.
This design was reviewed at the Fermilab Director’s Independent Conceptual Design Review in
March of 2012 [24].

Alternatively, the 34−kt detector can be realized by adding a roughly 24−kt detector of essentially
the same design as the 10−kt detector, housed in a set of two cryostats, each holding 12 kt (20 kt
total) of liquid argon. In this configuration the additional cryostats each have three APA rows
(total 84 APAs) and four CPA rows (total 112 CPAs), making them wider than the 10−kt design
described in Section 3.6.1. The APA-to-CPA row spacing is expanded to 3.77 m and the length
of each is increased to 14 APA units long.The cryogenics system installed for the 10−kt design
will simply be expanded from two to four 85−kW refrigerators to service both the 10−kt and the
24−kt detector. The 24−kt detector hall will be excavated parallel to the 10−kt detector hall as
shown in Figure 3.26.
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2 high x 3 wide x 18 long drift cells x 2 modules
Detector Module

216 APAs, 224 CPAs

HVAC

LAr filtration system

Cryostat septum

Cryogenics − cold box, buffer storage

Figure 3.25: Schematic of a 34−kt LArTPC design. The detector comprises two 17−kt LArTPC vessels.

Given the modular design of the detector and the use of industrial technologies in the cryogenics
system, there is a great deal of flexibility in possible contributions from new partners to expand the
size of the detector. The details of any scope change would depend on the interests, capabilities
and resources of the new partners.

A full geotechnical site investigation is underway to characterize the rock mass in which it is
planned to site the LBNE far detector. Mapping of existing drifts in the vicinity of the proposed
detector location has been completed and a core boring program was launched in early 2014. This
investigation will explore the area with enough breadth to allow flexibility in siting and sizing
detector modules in the future before design work begins. The proposed boring layouts are shown
in Figure 3.27 overlaid with possible 34−kt and 70−kt modules to demonstrate the large capacity
of this location.
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Figure 3.26: Layout of the 10−kt + 24−kt LArTPC detector halls at the 4,850−ft level of the Sanford
Underground Research Facility.
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Figure 3.27: Geotechnical site investigation plan, showing the drifts that have been mapped (blue) and the
planned core borings (red) overlaid on possible locations of caverns that would accommodate the 34−kt or
larger (70−kt shown as an example) LArTPC detectors.
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Chapter
4

Neutrino Mixing, Mass
Hierarchy and CP Violation

LBNE is designed to address the science of neutrino oscillations with superior sensitivity to
many mixing parameters in a single experiment, in particular,

1. precision measurements of the parameters that govern νµ → νe and νµ → νe oscil-
lations; this includes precision measurement of the third mixing angle θ13, measure-
ment of the CP-violating phase δCP, and determination of the mass ordering (the sign
of ∆m2

32)

2. precision measurements of sin2 2θ23 and |∆m2
32| in the νµ/νµ disappearance channel

3. determination of the θ23 octant using combined precision measurements of the νe/νe
appearance and νµ/νµ disappearance channels

4. search for nonstandard physics that can manifest itself as differences in higher-precision
measurements of νµ and νµ oscillations over long baselines

4.1 Experimental Requirements Based on Oscillation Phe-
nomenology

The experimental requirements for designing a neutrino oscillation experiment to simultaneously
address neutrino CP violation and the mass hierarchy (MH) can be extrapolated as follows from
the phenomenology summarized in Chapter 2:

1. Phenomenology: An appearance experiment is necessary to extract the CP-violating effects.

Experimental requirements:

◦ The experiment will probe oscillations of νµ,e → νe,µ.

◦ The experiment will identify νe and νµ with high efficiency and purity in order to tag
(or otherwise know) the flavor of the neutrino before and after flavor transformations.

◦ The experiment requires Eν >100 MeV so that it will be possible to perform flavor-
tagging of muon neutrinos using the lepton flavor produced in a charged current (CC)
interaction (νµ +N → µN ′X).
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2. Phenomenology: In the three-flavor mixing model, the CP-violating Jarlskog invariant arises
in the interference term Psin δ as given by Equation 2.15; the oscillation scale where the
interference term is maximal is that determined by the mixing between the ν1 and ν3 states.

Experimental requirements:

◦ The experimental baseline and corresponding neutrino energy are chosen according to
Equation 2.18 such that L/E equals 510 km/GeV to maximize sensitivity to the CP-
violating term in the neutrino flavor mixing.

◦ Flavor-tagging of muon neutrinos that can be produced either at the source or af-
ter flavor-mixing requires Eν > 100 MeV; therefore, the experimental baselines over
which to measure neutrino oscillations are L > 50 km∗.

3. Phenomenology: In the three-flavor model νµ,e → νe,µ oscillations depend on all parameters
in the neutrino mixing matrix as well as on the mass differences, as shown in Equations 2.12
to 2.15.

Experimental requirements:

◦ The precision with which δCP can be determined — and the sensitivity to small CP-
violating effects or CP violation outside the three-flavor model — requires precision
determination of all the other mixing parameters, preferably in the same experiment.
The experiment will be designed so as to minimize dependence on external measure-
ments of the oscillation parameters.

4. Phenomenology: Observation of CP violation requires the explicit observation of an asym-
metry between P (ν → ν) and P (ν → ν).

Experimental requirements:

◦ The experiment will probe the oscillations of both neutrinos and antineutrinos in an
unambiguous way.

◦ The experiment will be capable of charge tagging in addition to flavor tagging. Charge
tagging can be achieved at detection using the lepton charge and/or at production by
selecting beams purely of neutrinos or antineutrinos.

◦ The experiment will be capable of resolving degeneracies between matter and CP
asymmetries in order to determine the MH. This can be achieved by using a base-
line greater than 1,000 km or with measurements probing oscillations over a range of
L/E values.

∗Neutrino experiments using beams from pion decay-at-rest experiments such as DAEδALUS are exceptions since the
νµ production spectrum is well known and only the νe flavor after oscillations is tagged through inverse-beta decay.
The neutrino energies are ∼50 MeV below the CC muon-production threshold.
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5. Phenomenology: CP asymmetries are maximal at the secondary oscillation nodes.

Experimental requirements:

◦ Coverage of the L/E scale of the secondary oscillation nodes improves experimental
sensitivity to small values of δCP by enabling measurements of the asymmetry at the
secondary nodes where the CP asymmetries are much larger and where there is no
degeneracy with the matter asymmetries. The experiment will be performed with a
wide-band beam to provide sensitivity to the L/E scale of both the first and second
oscillation nodes.

◦ The experimental baseline will be >150 km, given that muon flavor tagging is required
at either production or detection. The secondary oscillation nodes are located at scales
set by Equation 2.18 where n > 1. The second oscillation maximum is located at scales
given by L/E ∼1,500 km/GeV.

Based on the experimental requirements prescribed by the neutrino oscillation phenomenology
detailed above, pursuit of the primary science objectives for LBNE dictates the need for a very
large mass (10 kt to 100 kt) neutrino detector located at a distance greater than 1,000 km from the
neutrino source. This large mass coupled with a powerful wide-band beam and long exposures
is required to accumulate enough neutrino interactions — O(1,000) events — to make precision
measurements of the parameters that govern the subdominant νµ → νe oscillations. At 1,300 km,
the baseline chosen for LBNE, both the first and second oscillation nodes are at neutrino energies
> 0.5 GeV, as shown in Figure 4.1. This places both neutrino oscillation nodes in a region that is
well matched to the energy spectrum of the high-power conventional neutrino beams that can be
obtained using the 60 GeV to 120 GeV Main Injector (MI) proton accelerator at Fermilab.

4.2 Simulation of Neutrino Oscillation Experiments
To evaluate the sensitivity of LBNE and to optimize the experiment design, it is important to
accurately predict the neutrino flux produced by the neutrino beamline, the neutrino interaction
rate at the far detector, and the far detector performance. This is achieved using Monte Carlo (MC)
simulations and the GLoBES [130,131] package. The simulations and experimental assumptions
that are used to evaluate the sensitivity of LBNE to neutrino mixing parameters, to the neutrino
mass hierarchy (MH) and to CP violation are described in this section.

4.2.1 Expected Signal

The LBNE beamline design, described in Section 3.4, is simulated using Geant4 [132]. The simu-
lated νµ spectrum (unoscillated flux × cross section) at 1,300 km obtained from the LBNE beam-
line using 80−GeV protons from the MI is shown as the black histogram in Figure 4.1. At this
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baseline, there is no degeneracy between matter and CP asymmetries at the first oscillation node
where the LBNE neutrino beam spectrum peaks. The wide coverage of the oscillation patterns
enables the search for physics beyond the three-flavor model because new physics effects may
interfere with the standard oscillations and induce a distortion in the oscillation patterns. As a
next-generation neutrino oscillation experiment, LBNE aims to study in detail the spectral shape
of neutrino mixing over the range of energies where the mixing effects are largest. This is crucial
for advancing the science beyond the current generation of experiments, which depend primarily
on rate asymmetries.
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Figure 4.1: The simulated unoscillated spectrum of νµ events from the LBNE beam (black histogram)
overlaid with the νµ → νe oscillation probabilities (colored curves) for different values of δCP and normal
hierarchy.

The LBNE reconfiguration study [25] determined that the far detector location at the Sanford
Underground Research Facility provides an optimal baseline for precision measurement of neutrino
oscillations using a conventional neutrino beam from Fermilab. The 1,300−km baseline optimizes
sensitivity to CP violation and is long enough to resolve the MH with a high level of confidence,
as shown in Figure 2.7.

Table 4.1 lists the beam neutrino interaction rates for all three known species of neutrinos as ex-
pected at the LBNE far detector. This table shows only the raw interaction rates using the neutrino
flux from the Geant4 simulations of the LBNE beamline and the default interaction cross sections
included in the GLoBeS package [130] with no detector effects included. A tunable LBNE beam
spectrum, obtained by varying the distance between the target and the first focusing horn (Horn 1),
is assumed. The higher-energy tunes are chosen to enhance the ντ appearance signal and improve
the oscillation fits to the three-flavor paradigm. To estimate the NC event rates based on visible
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Table 4.1: Raw ν oscillation event rates at the LBNE far site with Eν < 10 GeV. Assumes 1.8× 107

seconds/year (Fermilab). POT is protons-on-target. Oscillation parameters used are: θ12 = 0.587, θ13 =
0.156, θ23 = 0.670, ∆m2

21 = 7.54× 10−5 eV2, and ∆m2
31 = +2.47× 10−3 eV2 (normal hierarchy).

The NC event rate is for events with visible energy > 0.5 GeV. For comparison, the rates at other neutrino
oscillation experiments (current and proposed) are shown for similar exposure in mass and time. No detector
effects are included.

Experiment Baseline νµ unosc. νµ osc. νe beam νµ νµ → ντ νµ → νe CC
details km CC CC CC NC CC δCP = −π2 , 0, π

2
LBNE LE 1,300
80 GeV, 1.2 MW
1.5× 1021 POT/year
50 kt · year ν 12721 4339 108 3348 156 605 480 350
50 kt · year ν 4248 1392 34 1502 48 51 86 106
LBNE ME 1,300
120 GeV, 1.2 MW
1× 1021 POT/year
50 kt · year ν 19613 12317 72 5808 686 435 399 293
T2K 295
30 GeV, 750 kW
9× 1020 POT/year
50 kt · year ν 2100 898 41 360 < 1 73 58 39
MINOS LE 735
120 GeV, 700 kW
6× 1020 POT/year
50 kt · year ν 17574 11223 178 4806 115 345 326 232
50 kt · year ν 5607 3350 56 2017 32 58 85 88
NOvA ME 810
120 GeV, 700 kW
6× 1020 POT/year
50 kt · year ν 4676 1460 74 1188 10 196 168 116
50 kt · year ν 1388 428 19 485 2 22 35 41
LBNO 2,300
50 GeV ∼ 2 MW
3× 1021 POT/year
50 kt · year ν 8553 2472 48 2454 570 534 426 336
50 kt · year ν 3066 828 15 1140 255 24 45 54

ν-Factory νµ unosc. νµ osc. νµ νµ → ντ νe → νµ CC
details CC CC NC CC δCP = −π2 , 0, π

2
NuMAX I 1,300
3 GeV, 1 MW
0.94× 1020 µ/year
50 kt · year µ+ 1039 339 484 28 71 97 117
50 kt · year µ− 2743 904 945 89 24 19 12
NuMAX II 1,300
3 GeV, 3 MW
5.6× 1020 µ/year
50 kt · year µ+ 6197 2018 2787 300 420 580 700
50 kt · year µ− 16349 5390 5635 534 139 115 85
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energies above 0.5 GeV, a true-to-visible energy smearing function based on output from the GE-
NIE neutrino MC generator [133] is used. For comparison, the rates at current neutrino oscillation
experiments such as T2K [134], MINOS [135] and NOνA [126] are shown for similar exposure
in mass and time and using the same interaction cross sections. The raw interaction rates from
other proposed neutrino oscillation experiments such as LBNO [136] and the NuMAX neutrino
factory designs [137] are also shown†. It is important to note that the duty factors for the JPARC
and CERN beams are ∼ 1/3 and ∼ 1/2 of NuMI/LBNE respectively. For LBNO, the event rates
are obtained using the optimized beam from the HP-PS2 50−GeV synchrotron [138] with an ex-
posure of 3× 1021 POT/year. The LBNO duty cycle is assumed to be ∼107 seconds/year, which
corresponds to a beam power of 2 MW. Note that for Stage 1 and Stage 2 of the NuMAX neutrino
factory proposal [137], Project X beams [23] at 3 GeV with 1 and 3 MW, respectively, are needed‡

It is clear that the LBNE beam design and baseline produce high rates of νe appearance coupled
with large rate asymmetries when CP-violating effects are included. For example, LBNE has sig-
nificantly higher appearance rates with a Main Injector 1.2−MW beam when compared to Stage
1 of the NuMAX neutrino factory with a 1−MW beam from a 3−GeV linac. The νe appearance
rates are very similar in LBNE and LBNO with normal hierarchy (NH), but the νe appearance
rates (NH) in LBNO are ≈ 1/2 that of LBNE due to the suppression from the larger matter effect
(longer baseline) in LBNO.

4.2.2 Detector Simulation using the GLoBES Package

For the sensitivity studies presented here, the GLoBES package [130,131] was used to simulate
the detector response using simple smearing and using detector efficiency values based on results
from ICARUS and earlier simulation efforts as documented in [29]. The values used in GLoBES
are shown in Table 4.2.

Studies from ICARUS have estimated and measured single-particle energy resolutions in liquid ar-
gon. Below 50 MeV, the energy resolution of electrons is 11%/

√
E[MeV] + 2%. The energy reso-

lution of an electromagnetic shower with energy in the range (50–5000) MeV is 33%/
√
E(MeV)+

1% [139] and that of hadronic showers is ≈ 30%/
√
E(GeV). A significant fraction of the νe-CC

signal in LBNE in the range of 1 GeV to 6 GeV comes from non-quasi-elastic CC interactions
with a large component of the visible energy in the hadronic system. From recent simulations of
neutrino interactions in this region it has been determined that < Elepton/Eν >≈ 0.6. For this
reason, the total νe energy resolution for the neutrino oscillation sensitivity calculation is chosen
to be 15%/

√
E(GeV). In a non-magnetized LArTPC, the muon momentum can be obtained from

measurements of range and multiple scattering. The muon momentum resolution for partially con-

†T2K uses a JPARC neutrino beam, MINOS and NOνA use the Fermilab NuMI neutrino beam and LBNO uses a
CERN neutrino beam.
‡Project X has been superseded by PIP-II as of late 2013; PIP-II is briefly described in Section 3.4.
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Table 4.2: Estimated range of the LArTPC detector performance parameters for the primary oscillation
physics. Signal efficiencies, background levels, and resolutions are obtained from ICARUS and earlier sim-
ulation efforts (middle column) and the value chosen for the baseline LBNE neutrino oscillation sensitivity
calculations (right column).

Parameter Range of Values Value Used for LBNE Sensitivities
For νe-CC appearance studies

νe-CC efficiency 70-95% 80%
νµ-NC misidentification rate 0.4-2.0% 1%
νµ-CC misidentification rate 0.5-2.0% 1%
Other background 0% 0%
Signal normalization error 1-5% 1-5%
Background normalization error 2-15% 5-15%

For νµ-CC disappearance studies
νµ-CC efficiency 80-95% 85%
νµ-NC misidentification rate 0.5–10% 1%
Other background 0% 0%
Signal normalization error 1-10% 5–10%
Background normalization error 2-20% 10-20%

For ν-NC disappearance studies
ν-NC efficiency 70-95% 90%
νµ-CC misidentification rate 2-10% 10%
νe-CC misidentification rate 1-10% 10%
Other background 0% 0%
Signal normalization error 1-5% under study
Background normalization error 2-10% under study

Neutrino energy resolutions
νe-CC energy resolution 15%/

√
E(GeV ) 15%/

√
E(GeV )

νµ-CC energy resolution 20%/
√
E(GeV ) 20%/

√
E(GeV )

Eνe scale uncertainty under study under study
Eνµ scale uncertainty 1-5% 2%

tained muons is found to be in the range 10 − 15% [140,141] for muons in the 0.5 GeV to 3 GeV
range. The νµ total energy resolution in LBNE is, therefore, assumed to be 20%/

√
E(GeV); the

resolution will be significantly better than this for the small subsample of events in which muons
are fully contained by the detector.

Figures 4.2 and 4.3 show the predicted spectra of observed signal and background events in LBNE
produced from the GLoBES implementation, including the effects of neutrino oscillation. Fig-
ure 4.2 shows the νµ and νµ-CC sample and Figure 4.3 shows the νe and νe-CC appearance sample.
Table 4.3 shows the expected LBNE signal and background event rates in νµ disappearance and νe
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Figure 4.2: The expected reconstructed neutrino energy spectrum of νµ or νµ events in a 34−kt LArTPC
for three years of neutrino (left) and antineutrino (right) running with a 1.2−MW beam.

Table 4.3: Expected number of neutrino oscillation signal and background events in the energy range
0.5 GeV to 8.0 GeV at the far detector after detector smearing and event selection. The calculation assumes
sin2(2θ13) = 0.09 and δCP = 0. The event rates are given per 10−kt LArTPC and three years of running
with the improved 80−GeV LBNE beam at 1.2 MW. For signal, the number of ν and ν events are shown
separately, while for the background estimates ν and ν events are combined. The MH has negligible impact
on νµ disappearance signals.

Beam Hierarchy Signal Events Background Events
νx/νx CC νµ NC νµ CC νe Beam ντ CC Total

νµ → νx=µ (disappearance)
Neutrino - 2056/96 23 N/A - 18 41
Antineutrino - 280/655 10 N/A - 10 20

νµ → νx=e (appearance)
Neutrino Normal 229/3 21 25 47 14 107
Neutrino Inverted 101/5 21 25 49 17 112
Antineutrino Normal 15/41 11 11 24 9 55
Antineutrino Inverted 7/75 11 11 24 9 55

appearance modes for neutrinos and antineutrinos, for normal (NH) and inverted (IH) hierarchy.
The rates are given per 10 kt of fiducial LArTPC mass.

The GLoBES implementation used in the sensitivity studies presented here appears to be in good
agreement with more recent results from the Fast MC, described in Section A.3. Updated sensitivity
and systematics studies are currently underway using the Fast MC for detector simulation, and
customized GLoBES-based software for the oscillation fits and propagation of systematics. A full
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Figure 4.3: The expected reconstructed neutrino energy spectrum of νe or νe oscillation events in a 34−kt
LArTPC for three years of neutrino (left) and antineutrino (right) running with a 1.2−MW, 80−GeV beam
assuming sin2(2θ13) = 0.09. The plots on the top are for normal hierarchy and the plots on the bottom are
for inverted hierarchy.

MC simulation of the far detector and automated event reconstruction is being developed; this is
also described in Appendix A.
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4.3 Measurements of Mass Hierarchy and the CP-Violating
Phase

The neutrino mass hierarchy (MH) and the value of the CP-violating phase, δCP, are currently
unknown. Knowledge of the MH has significant theoretical, cosmological and experimental im-
plications. A determination of the δCP value to be neither zero (0) nor π would constitute the first
observation of CP violation in the lepton sector.

The expected performance of a 10−kt LArTPC far detector 1,300 km downstream from a neutrino
source is detailed in the LBNE Conceptual Design Report Volume 1 [29]. Estimated sensitivities to
the determination of the MH and discovery of CP violation, presented both here and in the CDR,
are calculated using the GLoBES package. The detector response assumed in these calculations
is summarized in Table 4.2. The sensitivities are obtained by simultaneously fitting the νµ → νµ,
νµ → νµ, νµ → νe, and νµ → νe oscillated spectra, examples of which are shown in Figures 4.2
and 4.3. The ντ background is not used in the sensitivity calculations since it is expected that
further analysis will reduce this background to negligible levels.

In these calculations, experimental sensitivity is quantified using ∆χ2 parameters, which are de-
termined by comparing the predicted spectra for various scenarios. These quantities are defined,
differently for neutrino MH and CP-violation sensitivity, to be:

∆χ2
MH = |χ2

MHtest=IH − χ2
MHtest=NH |, (4.1)

∆χ2
CPV = min

(
∆χ2

CP (δtestCP = 0),∆χ2
CP (δtestCP = π)

)
, where (4.2)

∆χ2
CP = χ2

δtestCP
− χ2

δtrueCP
. (4.3)

These sensitivities are evaluated separately for true NH and IH. Since the true value of δCP is un-
known, a scan is performed over all possible values of δtrueCP . The individual χ2 values are calculated
using

χ2(ntrue,ntest, f) = 2
Nreco∑
i

(ntruei ln
ntruei

ntesti (f) + ntesti (f)− ntruei ) + f 2, (4.4)

where n are event rate vectors in Nreco bins of reconstructed energy and f represents a nuisance
parameter to be profiled. Nuisance parameters include the values of mixing angles, mass splittings,
and signal and background normalization. The nuisance parameters are constrained by Gaussian
priors; in the case of the oscillation parameters, the Gaussian prior has standard deviation deter-
mined by taking 1/6 of the 3σ range allowed by the global fit [54].

With the exception of results reported in Section 4.3.1, where more information on the statistical
interpretation of MH sensitivity is provided, the sensitivities presented here are for the typical
experiment with no statistical fluctuations considered. In the absence of statistical fluctuations,
the χ2 value for the true spectra is identically zero. Statistical fluctuations are incorporated by
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repeatedly varying the contents of each energy bin in each sample by drawing from a Poisson
distribution with the expected number of events in that bin as the mean.

This section presents the sensitivities of various LBNE configurations to determination of the MH
and CP violation. In particular, a 10−kt far detector and the full-scope 34−kt far detector are
considered. In each case, the performance of LBNE with both the 120−GeV beamline design
presented in the CDR [30] as well as the upgraded 80−GeV beam described in Section 3.4 is
studied. In addition, the sensitivities at different possible stages of LBNE with increases to far
detector mass and Main Injector beam upgrades are estimated.

Figure 4.4 summarizes the sensitivities for determining the MH and CP violation (δCP 6= 0 or π)
as a function of the true value of δCP with a 10−kt LArTPC. The red band shows the sensitivity
that is achieved with an exposure of six years with equal exposures in ν and ν mode in a 1.2−MW
beam. The cyan band shows the sensitivity obtained by combining the 10−kt LBNE with T2K and
NOνA, where the T2K exposure is 7.8× 1021 POT in ν mode only and the NOνA exposure is six
years (assuming 6× 1020 POT per year) with equal exposures in ν and ν mode. The bands indicate
the sensitivity range corresponding to different levels of signal and background normalization un-
certainties and different possible beam designs. The gray curves are the expected sensitivities for
the combination of NOνA and T2K. The known mixing parameters are allowed to float in the fit,
but are constrained (using a Gaussian prior) by the uncertainties from the 2012 global best fit [54].
The reactor mixing angle, sin2 2θ13, is constrained to be 0.094 ± 0.005. The uncertainty is equal
to the size of the current systematic uncertainty from the Daya Bay Experiment [142] and is used
as a conservative estimate of the precision that will be achieved by the current generation of reac-
tor experiments. Figure 4.5 shows the sensitivities for determining the MH and CP violation as a
function of the true value of δCP after six years of running in the LBNE 34−kt configuration under
the same assumptions.

The sensitivity bands in Figures 4.4 and 4.5 represent the variation in sensitivity as a function of
the beam design and normalization uncertainties on the signal and background. The solid curve at
the lower end of the red band represents the beamline design described in the LBNE CDR Volume
2 [30] for which there is no near detector. The dashed line above the solid curve represents the
sensitivity with the beam design improvements currently under study as described in Section 3.4,
still without a near detector. The dashed line at the upper end of the red band represents the case in
which both the beam design improvements and a high-resolution, highly capable near detector are
implemented. The key design goal of the LBNE near detector and beamline simulation software
is to enable a prediction of the far detector unoscillated flux with a precision of ≤ 2%. There-
fore, the total signal and background normalization uncertainties on the νµ disappearance signal
are assumed to be 5% and 10%, respectively. The default νe appearance signal uncorrelated nor-
malization uncertainties for the full-scope LBNE presented in this chapter are assumed to be 1%.
The νe appearance background uncertainty is expected to be at least as good as the ∼ 5% [143]
achieved by the νe appearance search in the MINOS experiment.
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Figure 4.4: The significance with which the mass hierarchy (top) and CP violation (δCP 6= 0 or π, bottom)
can be determined as a function of the value of δCP. The plots on the left are for normal hierarchy and
the plots on the right are for inverted hierarchy. The red band shows the sensitivity that is achieved by
a typical experiment with the LBNE 10−kt configuration alone, where the width of the band shows the
range of sensitivities obtained by varying the beam design and the signal and background uncertainties as
described in the text. The cyan band shows the sensitivity obtained by combining the 10−kt LBNE with
T2K and NOνA, and the gray curves are the expected sensitivities for the combination of NOνA and T2K;
the assumed exposures for each experiment are described in the text. For the CP-violation sensitivities, the
MH is assumed to be unknown.

A detailed discussion of the systematics assumptions for LBNE is presented in Section 4.3.2. In
the case that LBNE has no near neutrino detector, the uncertainties on signal and background
are expected to be 5% and 10%, respectively, extrapolating from the performance and detailed
knowledge of the NuMI beam on which the LBNE beamline is modeled, in situ measurements of
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Figure 4.5: The significance with which the mass hierarchy (top) and CP violation (δCP 6= 0 or π, bottom)
can be determined by a typical LBNE experiment with a 34−kt far detector as a function of the value of
δCP. The plots on the left are for normal hierarchy and the plots on the right are for inverted hierarchy. The
width of the red band shows the range of sensitivities that can be achieved by LBNE when varying the beam
design and the signal and background uncertainties as described in the text.

the muon flux at the near site as described in [29], the expectation of improved hadron production
measurements with the NA61 and MIPP experiments, and the experience of previous νe appearance
experiments as summarized in Table 4.4.
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Table 4.4: Summary of achieved systematic error performance in several select prior νµ → νe oscillation
experiments. These numbers were extracted from publications and may not correspond exactly to the de-
scription in the text. NBB/WBB indicates a narrow/wide band beam. No ND indicates there was no near
detector, and ND-FD indicates a two (near-far) detector experiment with extrapolation of the expected back-
ground and signal from the near to the far detector. In the case of T2K, the quoted systematic (*) is actually
the total uncertainty on the observed events, which are predominately signal.

Experiment Year νµ-NC/CC νe-CC Background Comment
Events Events Syst.Error

BNL E734 [144] 1985 235 418 20% No ND
BNL E776(NBB) [145] 1989 10 9 20% No ND
BNL E776 (WBB) [146] 1992 95 40 14% No ND
NOMAD [147] 2003 <300 5500 < 5% No ND
MiniBooNE [148] 2008 460 380 9% No ND
MiniBooNE [49] 2013 536 782 5% SciBooNE
MINOS [143] 2013 111 36 4% ND–FD
T2K [149] 2013 1.1 26 9%* ND–FD

4.3.1 Interpretation of Mass Hierarchy Sensitivities

LBNE will be definitive in its ability to discriminate between normal and inverted mass
hierarchy for the allowed range of unknown parameters such as δCP and sin2 θ23. To assess
the sensitivity of LBNE to this physics, particularly for the case of less favorable parameter
values, detailed understanding of statistical significance is essential.

At the true values of δCP for which the mass hierarchy asymmetry is maximally offset by the
leptonic CP asymmetry, LBNE’s sensitivity to the mass hierarchy is at its minimum. Even
in this case, with a 34−kt LArTPC operating for six years in a 1.2−MW beam, the |∆χ2|
value obtained in a typical data set will exceed 25, allowing LBNE on its own to rule out the
incorrect mass ordering at a confidence level above 1−3.7×10−6. Considering fluctuations,
LBNE will measure, in ≥ 97.5% of all possible data sets for this least favorable scenario, a
value of |∆χ2| equal to 9 or higher, which corresponds to a ≥ 99% probability of ruling out
the incorrect hierarchy hypothesis.

In the mass hierarchy (MH) determination, only two possible results are considered, as the true
MH is either normal (NH) or inverted (IH). Reference [150] presents the statistical considerations
of determining the sensitivity of an experiment to the MH, framed partly in the context of two
separate but related questions:

The Long-Baseline Neutrino Experiment



4.3 Measurements of Mass Hierarchy and the CP-Violating Phase 97

1. Given real experimental data, with what significance can the MH be determined?

2. When evaluating future experimental sensitivities, what is the probability that a particular
experimental design will be able to determine the MH with a given significance?

Once data are in hand, a number of techniques based either within Bayesian or frequentist statistics
make it possible to determine the level of confidence at which one MH hypothesis or the other can
be ruled out. In assessing the sensitivity of future experiments, it is common practice to generate
a simulated data set (for an assumed true MH) that does not include statistical fluctuations. The
expected sensitivity can be reported as ∆χ2, representative of the mean or the most likely value
of ∆χ2 that would be obtained in an ensemble of experiments for a particular true MH. With
the exception of Figure 4.7, the sensitivity plots in this document have been generated using this
method.

However, addressing the expected sensitivity of an experiment per the second question above re-
quires consideration of the effect of statistical fluctuations and variations in systematics. If the
experiment is repeated many times, a distribution of ∆χ2 values will appear. Studies in [150] and
elsewhere (e.g., [151]) show that the ∆χ2 metric employed here does not follow the commonly
expected χ2 function for one degree of freedom, which has a mean of ∆χ2 and can be interpreted
using a Gaussian distribution with a standard deviation of

√
|∆χ2|. Rather, these studies show that

when the observed counts in the experiment are large enough, the distribution of ∆χ2 used here
approximately follows a Gaussian distribution with a mean and standard deviation of ∆χ2 and
2
√
|∆χ2|, respectively [150].

Figure 4.6 shows the expected distribution of ∆χ2 values in LBNE from toy Monte Carlo stud-
ies. The interpretation of pairs of distributions, such as those in the various panels of this figure,
depends on the information being sought. For example, one is not necessarily interested simply in
the fraction of experiments where ∆χ2 has the “right” sign. (An experiment that obtains a small
value of ∆χ2, even with the “right” sign, would not be particularly constraining since there is no
way a priori to know which is the right sign — this is what the experiment is attempting to mea-
sure.) It should also be noted that in general |∆χ2

MH=NH| , i.e., true NH, is not necessarily equal to
|∆χ2

MH=IH|, i.e., true IH, nor do the corresponding distributions necessarily have the same shape.
For some ranges in δCP, for example, the event rate in LBNE is sufficiently different for the two
MH hypotheses that the corresponding distributions in ∆χ2 are quite distinct.

The plots shown on the left in Figure 4.6 illustrate the case for a true value of δCP = 0◦, where the
∆χ2 distributions for NH and IH scenarios are similar. Shown on the right are the corresponding
distributions for the case of δCP = 90◦, where for NH the matter asymmetry is maximally offset
by the CP asymmetry, leading to poorer MH discrimination. For the IH case, these effects go
in the same direction, leading to better MH discrimination. The converse is the case for δCP =
−90◦. Since the true value of δCP is unknown (although a best-fit value and confidence interval
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Figure 4.6: ∆χ2
MH=NH (red) and ∆χ2

MH=IH (blue) distributions for LBNE from Toy MC studies. The top
set of figures are for a 10−kt detector operating six years in a 1.2−MW beam. The bottom set is for a 34−kt
detector operating six years in a 1.2−MW beam. The figures on the left are for δtruecp = 0 and the figures on
the right are for δtruecp = 90◦. The value of δCP is unconstrained in the fit.

will emerge from the analysis of the data collected), comparison of a given value of ∆χ2 with
expected distributions for NH and IH cases for the same value of δCP does not in general provide
the appropriate test. For simplicity, following [151], the discussion below focuses on the respective
values of δCP for which the experiment will have poorest sensitivity for NH (+90◦) and IH (−90◦)
scenarios.

Given the above introduction to the statistical fluctuation issues, it is natural to employ the statisti-
cal language of hypothesis testing in projecting LBNE’s MH sensitivity. Specifically, α is defined
as the desired Type-I error rate — that is, the probability of rejecting a particular hypothesis, e.g.,
NH, in the case where this is the true hypothesis. One can then ask what the corresponding Type-
II error rate β would be, defined as the probability of accepting the hypothesis being tested (NH
in this example), when in fact the alternate hypothesis (IH) is true. The pair of α and β would
correspond to a particular value of ∆χ2 chosen (in advance of the experiment) as a criterion for
deciding whether to rule out the NH (or IH). Historically, many experiments have characterized
their anticipated sensitivity by reporting α for the case of β = 0.5, which is nothing more than
that given by the median value of the test statistic (in this case, ∆χ2 = ∆χ2) as described above.
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Sometimes, the sensitivity is also reported as the square root of ∆χ2.

Due to the approximate symmetry of the MH ambiguity as a function of δCP for the two MH
scenarios and the desire to be able to reject exactly one of the two possible mass orderings [151], it
is also natural to report a value of α for an experiment such that α = β [152,153,151]. In this way,
it is possible to express just how unlucky an experiment can be while maintaining a corresponding
sensitivity α. In the case of LBNE, a reasonable benchmark for comparison corresponds to ∆χ2 =
36. For this case, specifying α = β yields α = 0.0013, which means that the experiment will
have a 0.13% probability of ruling out the true MH hypothesis and of accepting the wrong MH
hypothesis.

As described above, and as is evident in the plots presented, such as those in Figures 4.4 and 4.5,
the sensitivity of LBNE is strongly dependent on the true value of δCP; Figure 4.7 shows that it
also depends on the true value of sin2 θ23. While plotting the value of α (for some choice of β,
such as β = 0.5 or β = α) as a function of these parameters encapsulates the sensitivity, a visually
helpful presentation is obtained by plotting the expected mean value, ∆χ2, as well as ranges of
possible values corresponding to the expected distribution in ∆χ2. Thus, Figure 4.7 shows the
dependence of

√
|∆χ2| on the true value of δCP for the typical LBNE data set, for two possible

values of sin2 θ23, as well as the corresponding expectation bands within which 68% (green) and
95% (yellow) of LBNE sensitivities will fall. These expectation bands give a semi-quantitative
picture of the likely range of outcomes for the experiment.

The horizontal dashed lines on Figure 4.7 specify the confidence level of an experiment with a
particular value of ∆χ2 such that:

CL = P (favored MH|data x)/(P (favored MH|data x) + P (unfavored MH|data x)), (4.5)

following the convention in [150], where the notation P (A|B) represents the probability of A given
condition B, and these probabilities are inferred from the corresponding likelihoods via Bayes’
Theorem. Alternatively, the ∆χ2 values shown in these plots can be approximately translated to
sensitivities in terms of α, for whatever choice of β is desired, following, for example, the pre-
scription described in [151].

As seen in Figure 4.7, a typical LBNE data set with a 34−kt detector can determine the MH with
|∆χ2| ≥ 25 for all values of δCP (for the left plot, where sin2 θ23 = 0.39). From a Bayesian
analysis, the probability that an experiment measuring |∆χ2| = 25 has ruled out the true MH
hypothesis is 3.7 × 10−6, as indicated for the corresponding horizontal dashed line in the plots in
this figure. When considering the effect of statistical fluctuations, for the same value of θ23, about
97.5% of experiments will determine the MH with |∆χ2| > 9 for the least favorable value of δCP,
where |∆χ2| = 9 corresponds to a CL of 98.9%.

For the bulk of the range of δCP, the sensitivity of LBNE is vastly better than for the least favorable
value described above. Furthermore, newer data prefer values of θ23 closer to maximal [69], which
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Figure 4.7: The square root of the mass hierarchy discrimination metric ∆χ2 is plotted as a function of
the unknown value of δCP for the full-scope LBNE with 34 kt, 3+3 (ν + ν) years of running in a 1.2−MW
beam, for true NH. The red curve represents the most likely experimental value obtained, estimated using a
data set absent statistical fluctuations, while the green and yellow bands represent the range of ∆χ2 values
expected in 68% and 95% of all possible experimental cases, respectively. The horizontal lines indicate the
probability that an experiment with that value of ∆χ2 correctly determines the MH, computed according to
a Bayesian statistical formulation. The plot on the left assumes a value of sin2 θ23 = 0.39 [54], while that
on the right assumes sin2 θ23 = 0.5 (maximal νµ-ντ mixing).

results in significantly enhanced LBNE MH sensitivity. As shown in the right-hand plot of Fig-
ure 4.7, if sin2 θ23 = 0.5, the expected MH sensitivity for the typical LBNE experiment at the least
favorable δCP point is |∆χ2| ≈ 64, which is significantly larger than the sensitivity of |∆χ2| ≈ 25
expected for the same value of δCP if sin2 θ23 = 0.39. This suggests that a typical LBNE data set
will determine the MH with |∆χ2| well above the benchmark value of 36 mentioned above for
even the least favorable values of δCP.

In addition to detailed LBNE-specific frequentist studies reported in [151], an LBNE-specific up-
date (using both Bayesian and frequentist approaches) to the general statistical studies reported
in [150] is in preparation.

4.3.2 Sensitivities and Systematics

The main systematic uncertainties in any experiment are determined by the analysis strategy em-
ployed and the performance of the detector. Figure 4.8 outlines the analysis strategy commonly
employed to extract oscillation parameters in two-detector long-baseline neutrino oscillation ex-
periments. The measured spectrum of νµ events in the near detector, Ndata

ND (νµ) is extrapolated to
the far detector and is used to predict both the νµ and νe appearance signals in the far detector,
N expected

FD (νµ) and N expected
FD (νe) respectively. The measured spectrum of νe candidates in the near
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Figure 4.8: Flow chart of the νe appearance analysis method in a two-detector long-baseline experiment. Φ
refers to the beam flux, ε refers to detector efficiencies and smearing, and σ refers to neutrino interaction
modeling. The terms ND and FD refer to the near and far detector, respectively.
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detector, Ndata
ND (νe), which comprises mostly the beam νe events and NC π0 misidentified events,

is used to predict the background to the νe appearance signal in the far detector. In LBNE, neutrino
oscillation parameters will be extracted using a fit to four far detector data samples: νe, νe, νµ, and
νµ, which will allow for partial cancellation of uncertainties.

In the current generation of experiments, the measured spectrum of neutrino events in the near
detector is a product of beam flux (Φ), detector efficiency and smearing (ε), and neutrino inter-
action dynamics (σ). To extrapolate the observed spectra in the near detector to the far detector,
corrections have to be made for:

1. Differences in the beam flux in the near and far detectors, ΦFD/ΦND: The near detector is
much closer to the neutrino beamline and sees an extended source of neutrinos from the de-
cay pipe as compared to the far detector, which observes a point source. A beam MC is used
to correct for these differences. Uncertainties arise from inaccuracies in the simulation of the
hadron production from the target, the focusing of the horns, the material in the beamline
(which absorbs hadrons before they can decay), and the decay channel geometry.

2. Differences in near and far detector smearing and efficiencies, εFD/εND: The largest uncer-
tainties arise from the different event selection efficiencies in the near and far detectors and,
in particular, the imperfect modeling of the energy scales of the near and far detectors. Iden-
tical near and far detectors allow most of these uncertainties to cancel in the extrapolation in
the case of the νµ signal prediction. The νe signal prediction is extrapolated from Ndata

ND (νµ);
thus there are irreducible residual uncertainties arising from different criteria used to select
νe and νµ candidate events and different detector response functions.

3. Differences in the interactions of neutrinos in the near and far detector, σFD/σND: In the case
in which both near and far detectors use the same target nucleus, the differences cancel for
extrapolation of the νµ signal from the near to the far detector. When using the νµ signal in the
near detector to predict the νe (and ντ ) signals in the far detector, uncertainties arising from
differences in νe (ντ ) and νµ interactions, σFD(νe)/σND(νµ), dominate. These uncertainties
are limited by theoretical uncertainties and are typically smaller at higher energies.

The estimation of the expected signals at the far detector can be summarized thus:

Ndata
ND (νµ) = ΦND(νµ)⊗ εND(νµ)⊗ σND(νµ) (4.6)

N expected
FD (νµ) = Ndata

ND (νµ)⊗ ΦFD(νµ)
ΦND(νµ) ⊗ P (νµ → νµ)⊗ εFD(νµ)

εND(νµ) ⊗
σFD(νµ)
σND(νµ) (4.7)
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N expected
FD (νe) = Ndata

ND (νµ)⊗ ΦFD(νµ)
ΦND(νµ) ⊗ P (νµ → νe)⊗

εFD(νe)
εND(νµ) ⊗

σFD(νe)
σND(νµ)︸ ︷︷ ︸

Expected signal events

+Ndata
ND (νe)⊗

ΦFD(νe)
ΦND(νe)

⊗ P (νe → νe)⊗
εFD(νe)
εND(νe)

⊗ σFD(νe)
σND(νe)︸ ︷︷ ︸

Beam νe events

+NC background extrapolated from Ndata
ND (νe)

+ντ background extrapolated from Ndata
ND (νµ) (4.8)

Expected systematic uncertainties on the LBNE νe appearance and νµ signal samples in the three-
flavor fit for LBNE (Table 4.2) are extrapolated from the current performance of the
MINOS [143,154] and T2K [149] experiments. The dominant uncertainties on the current νe ap-
pearance analysis from MINOS and T2K and the expected corresponding uncertainties in LBNE
are shown in Table 4.5. The categorization of the dominant experimental uncertainties in Table 4.5
are not always in exact correspondence since T2K and MINOS are very different experiments and
deploy different analysis techniques. A detailed description of the expected LBNE performance on
each of the dominant uncertainties follows.

Beam flux uncertainties: The LBNE high-resolution near detector is being designed with the goal
of accurately measuring the unoscillated beam flux at the near site with a precision ≤ 2% for both
shape and absolute normalization. Table 4.6 summarizes the precision that can be achieved using
different near detector analysis techniques, described in detail in Section 7.1, to measure the abso-
lute normalization and shape of the different components of this flux. It is important to note that
several of these techniques have already been used and proven to work in neutrino experiments
such as MINOS [155] and NOMAD [156,157]. In particular, the inclusive neutrino charged cur-
rent (CC) cross-section measurement in the MINOS near detector reported in [155] has already
achieved a normalization uncertainty of ∼ 2% in the range of 3 < Eν < 9 GeV using the low-
ν0 method described in Section 7.1. The total systematic uncertainty on the NuMI neutrino flux
determination by the MINOS near detector reported in [155] was∼ 6% and was limited by the de-
tector performance. Recent independent studies on extraction of the neutrino flux using the low-ν0

method [158] indicate that the technique can be reliably extended down to 1 GeV.

The LBNE near detector is being designed to significantly improve performance relative to the
current generation of high-intensity neutrino detectors. A detailed beamline simulation will enable
the extrapolation of the LBNE near detector flux measurements to the unoscillated far detector
spectrum with high precision using techniques similar to those used by MINOS [159]. The near-
to-far νµ unoscillated-spectrum extrapolation uncertainties already achieved by MINOS are < 3%
in the MINOS (and also in the LBNE) appearance signal range of 1 < Eν < 8GeV [160,159].
The MINOS extrapolation does not include any independent constraints on the hadron production
spectrum from the proton target or information on the horn focusing performance from the muon
flux measurements at the near site. The NuMI beamline — the design of which is very similar to

The Long-Baseline Neutrino Experiment



104 4 Neutrino Mixing, Mass Hierarchy, and CP Violation

Table 4.5: The dominant systematic uncertainties on the νe appearance signal prediction in MINOS and
T2K and a projection of the expected uncertainties in LBNE. For the MINOS uncertainties absolute refers
to the total uncertainty and νe is the effect on the νe appearance signal only. The LBNE uncertainties are
the total expected uncertainties on the νe appearance signal which include both correlated and uncorrelated
uncertainties in the three-flavor fit.

Source of MINOS T2K LBNE Comments
Uncertainty Absolute/νe νe νe

Beam Flux 3%/0.3% 2.9% 2% MINOS is normalization only.
after N/F LBNE normalization and shape
extrapolation highly correlated between νµ/νe.

Detector effects
Energy scale 7%/3.5% included (2%) Included in LBNE νµ sample
(νµ) above uncertainty only in three-flavor fit.

MINOS dominated by hadronic scale.
Absolute energy 5.7%/2.7% 3.4% 2% Totally active LArTPC with calibration
scale (νe) includes and test beam data lowers uncertainty.

all FD
effects

Fiducial 2.4%/2.4% 1% 1% Larger detectors = smaller uncertainty.
volume

Neutrino interaction modeling
Simulation 2.7%/2.7% 7.5% ∼ 2% Hadronization models are better
includes: constrained in the LBNE LArTPC.
hadronization N/F cancellation larger in MINOS/LBNE.
cross sections X-section uncertainties larger at T2K energies.
nuclear models Spectral analysis in LBNE provides

extra constraint.

Total 5.7% 8.8% 3.6 % Uncorrelated νe uncertainty in
full LBNE three-flavor fit = 1-2%.

LBNE’s — is expected to operate for more than a decade with improved flux measurements using
the much more capable MINERνA detector [161] in both the low-energy and high-energy tunes.
MINERνA is designed to measure the absolute NuMI flux with a precision of∼ 5% or better; data
from MINERνA will be used to further improve the accuracy of the LBNE beamline simulation,
reducing the uncertainties on the extrapolation of the flux. A new program of hadron production
measurements at the NA61/SHINE [162] experiment will also reduce the near-to-far extrapolation
uncertainties from the LBNE beamline simulation. The combination of LBNE near detector flux
measurements and improved beamline simulation is expected to enable a prediction of the far
detector νe appearance signal with a precision of < 2% total normalization and shape uncertainty.
Since this uncertainty is highly correlated among the four data samples in the three-flavor fit, the
final uncorrelated uncertainty on the νe signal sample will be significantly smaller.
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Table 4.6: Precisions achievable from in situ νµ and νe flux measurements in the fine-grained, high-
resolution ND with different techniques.

Technique Flavor Absolute Relative Near Detector
normalization flux Φ(Eν) requirements

NC Scattering νµ 2.5% ∼ 5% e ID
νµe

− → νµe
− θe Resolution

e−/e+ Separation
Inverse muon νµ 3% µ ID
decay θµ Resolution
νµe

− → µ−νe 2-Track (µ+X) Resolution
µ energy scale

CC QE νµ 3− 5% 5− 10% D target
νµn→ µ−p p Angular resolution
Q2 → 0 p energy resolution

Back-Subtraction
CC QE νµ 5% 10% H target
νµp→ µ+n Back-Subtraction
Q2 → 0

Low-ν0 νµ 2.0% µ− vs µ+

Eµ-Scale
Low-EHad Resolution

Low-ν0 νµ 2.0% µ− vs µ+

Eµ-Scale
Low-EHad Resolution

Low-ν0 νe/νe 1-3% 2.0% e−/e+ Separation (K0
L)

CC νe/νµ <1% ∼2% e− ID & µ− ID
pe/pµ Resolution

CC νe/νµ <1% ∼2% e+ ID & µ+ ID
pe/pµ Resolution

Low-ν0/CohPi νµ/νµ ∼2% ∼2% µ+ ID & µ− ID
pµ Resolution
EHad Resolution

νµ energy-scale uncertainty: Both T2K and MINOS use the reconstructed νµ event spectrum in
the near detector to predict the νe appearance signal at the far detector. Therefore the νµ energy-
scale uncertainty in the near detector is propagated as an uncertainty on the νe appearance signal at
the far detector. In MINOS — which has a high proportion of non-QE events — the νµ energy-scale
uncertainty is dominated by uncertainty in the hadronic energy scale (7% for Eν < 3 GeV) [163]
and the muon energy scale (2.5%). Utilization of the low-ν0 method for energies less than 3 GeV in
LBNE reduces the hadronic energy-scale contribution to the uncertainty in the νµ energy scale in
the near detector. As discussed in Chapter 7, it is expected that both the muon and hadronic energy-
scale uncertainties in the near detector will be <1%, so far detector energy-scale uncertainties will
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dominate the uncertainty in the νµ signal prediction. The high-resolution LArTPC far detector and
an active program of hadron test-beam experiments planned for LBNE will reduce far detector
hadronic energy-scale uncertainties, which also contribute to uncertainty in the energy scale of the
far detector νµ signal used in the three-flavor analysis. Extrapolating from MINOS, the LBNE νµ
energy-scale uncertainty is thus estimated to be ∼ 2%.

In MINOS, the 7% νµ energy-scale uncertainty resulted in a residual uncertainty of 3.5% on the
νe signal prediction. In the LBNE full three-flavor analysis, this uncertainty is 100% correlated
between the predicted νµ and νe signal samples; therefore a Eνµ energy-scale uncertainty of 2%
is assigned to the νµ signal prediction in LBNE. The residual uncorrelated uncertainty on the νe
signal prediction is considered to be negligible.

Absolute νe energy-scale uncertainties: In Figure 4.9, the MH and CP-violation sensitivity ob-
tained using a rate-only, a shape-only and a rate+shape analysis of νe appearance is shown. This
study demonstrates that a critical component of LBNE’s oscillation sensitivity is an accurate mea-
surement of the shape of the νe appearance signal. This measurement depends on the precision
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Figure 4.9: The mass hierarchy (left) and CP violation (right) sensitivities from shape, rate, and shape+rate.
The sensitivity is for a 10−kt detector, 1.2−MW beam, 3+3 (ν + ν) years, for true normal hierarchy.

with which the detector response to νe interactions is understood. The νe energy-scale uncertainty,
which is not yet included in the current sensitivity calculation with the GLoBES framework, is
therefore expected to be an important systematic uncertainty in the LBNE oscillation analysis.

The effect of νe energy-scale uncertainty on the νe signal normalization, determined by the pre-
cision of detector calibration, was 2.7% in MINOS and 3.4% in T2K, where the T2K uncertainty
actually includes most far detector effects. LBNE’s LArTPC detector technology is expected to
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outperform both the MINOS sampling calorimeter and the T2K water Cherenkov detector in recon-
struction of the νe interaction. For example, the proton produced from the νe-QE interaction — the
interaction with potentially the best νe energy resolution — is clearly visible in a LArTPC [164],
whereas it is often below Cherenkov threshold in T2K. An active program of test beam experi-
ments with LArTPCs is currently being planned to address the detector response to electrons and
hadrons. Results from the test beam experiments and the projected performance of the in situ cali-
bration will enable LBNE to limit the detector energy-scale uncertainties below the level achieved
by the current generation of experiments.

Hadronic energy is expected to contribute more than half of the total energy deposit for many νe
and νµ interactions in LBNE. The hadronic energy scale does not depend on neutrino flavor; since it
should be identical for νe and νµ interactions, this portion of the absolute energy-scale uncertainty
is expected to largely cancel in the LBNE three-flavor analysis. This cancellation may be reduced
to the extent that event-selection criteria vary the hadronic energy fraction among the samples.

Simulation uncertainties: The simulation uncertainties listed in Table 4.5 refer primarily to un-
certainties in modeling neutrino interactions with the target nucleus in the near and far detectors.
These uncertainties include νe and νµ cross-section uncertainties, uncertainties arising from the
modeling of the structure of the target nucleus, modeling of final-state interactions within the nu-
cleus, and hadronization model uncertainties arising from the break up of the target nucleus in
higher-energy inelastic interactions. The deployment of identical nuclear targets in the MINOS
(iron) and LBNE (argon) near and far detectors allows for a larger cancellation of the simulation
uncertainties as compared to T2K, which used dissimilar target nuclei in its near detector (carbon)
and far detector (oxygen). A high-resolution near detector such as that being designed for LBNE
will enable further constraints on the hadronization models by resolving many of the individual
particles produced in resonance and deep inelastic interactions, which represent ∼75% of LBNE
neutrino interactions.

The MINOS νe appearance analysis achieved a 2.7% residual uncertainty from simulation after
the near-to-far extrapolation. The MINOS simulation uncertainty is dominated by hadronization
uncertainties, because cross-section uncertainties largely cancel between the identical nuclei in
the near and far detectors. The T2K residual uncertainty after near-to-far extrapolation is 7%.
Additionally, the T2K analysis includes more sources of cross-section uncertainties than MINOS
and, at the lower T2K energies, larger differences in νµ/νe cross sections (2.9 %) persist after
extrapolating the νµ spectrum in the near detector to the νe signal prediction in the far.

The LBNE near detector design is required to achieve a cancellation of near-to-far cross-section
and hadronization-model uncertainties at the same level as MINOS or better. The νe appearance
signal in LBNE peaks at 2.5 GeV; these higher energies will result in lower uncertainties from
the cross-section effects considered by T2K. In addition, since cross-section variations impact the
observed νe and νµ spectra differently when compared to oscillation effects, the fit to the wide-band
spectrum in LBNE could constrain some of these uncertainties further. Therefore, it is expected that
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LBNE could reduce the total νe appearance simulation uncertainties to a level of 2%. Preliminary
results from the LBNE Fast MC simulation (described in Section A.3) indicate that many cross-
section uncertainties cancel out when combining the νµ disappearance and νe appearance signal
samples in a three-flavor fit, resulting in a much smaller uncorrelated uncertainty on the νe signal
sample.

It is important to note that some ν/ν simulation uncertainties may not cancel out in the near-to-far
extrapolation or in the combined fit; in particular, uncertainties due to nuclear models and intra-
nuclear effects are different for ν/ν interactions. New models of intra-nuclear effects are being
evaluated to determine the size of these irreducible residual uncertainties. Additionally, there are
uncertainties at the level of 1-2% in the cross sections that will not cancel between νe and νµ [165].
In the absence of theoretical progress, these should also be considered irreducible.

Fiducial volume uncertainties: One of the dominant uncertainties in the MINOS νµ disappear-
ance analysis — a high-precision oscillation analysis based on a detailed spectral shape — was the
fiducial-volume uncertainty, which included near and far detector reconstruction uncertainties. The
uncertainty on the fiducial volume of the MINOS far detector alone was 2.4%. T2K, with a much
larger far detector (22.5 kt fiducial), was able to reduce this uncertainty to the 1% level. It is ex-
pected that LBNE will be able to achieve this level of uncertainty on the νe appearance signal. With
the combination of all four signal samples (νµ, νµ, νe, νe) in a three-flavor fit, the νe uncorrelated
portion of this uncertainty is expected to be smaller than 1%.

νe appearance background systematic uncertainties: The νe appearance normalization uncer-
tainty is expected to be at least as good as the ∼ 5% [143] achieved by the νe appearance search
in the MINOS experiment, using the technique of predicting intrinsic-beam and neutral current
(NC) background levels from near detector measurements. The LBNE far detector should be able
to provide additional constraints on the background level by independently measuring NC and ντ
background.

In Figure 4.10, the MH and CP-violation sensitivities as a function of exposure are evaluated using
three different sets of assumptions regarding the uncorrelated νe signal/background normalization
uncertainties: 1%/5% (the goal of the LBNE scientific program), 2%/5% and 5%/10%. The last
is a conservative estimate of the uncertainties that can be achieved in LBNE without unoscillated
neutrino beam measurements at the near site. The impact of signal and background normalization
uncertainties on the MH sensitivity is small even at high exposures given the large ν/ν asymmetry
at 1,300 km and the fact that much of the sensitivity to the MH comes from analysis of the spec-
tral shapes (Figure 4.9). For CP violation, however, the impact of normalization uncertainties is
significant at exposures ≥ 100 kt ·MW · years.

Table 4.7 summarizes the LBNE exposures required to reach 3σ and 5σ sensitivity to CP violation
for at least 50% of all possible values of δCP. The exposures vary depending on the assumptions
made about the normalization uncertainties that can be achieved in LBNE. The normalization un-
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Figure 4.10: The mass hierarchy (left) and CP violation (right) sensitivities as a function of exposure in
kt · year, for true normal hierarchy. The band represents the range of signal and background normalization
errors.

Table 4.7: The exposures required to reach 3σ and 5σ sensitivity to CP violation for at least 50% of all
possible values of δCP as a function of systematic uncertainties assumed on the νe appearance signal. The
uncertainties varied are the uncorrelated signal normalization uncertainty (Sig) and the background normal-
ization uncertainty (Bkgd).

Systematic uncertainty CPV Sensitivity Required Exposure

δCP Fraction (
√

∆χ2)
0 (statistical only) 50% δCP 3 σ 100 kt ·MW · year

50% δCP 5 σ 400 kt ·MW · year
1%/5% (Sig/bkgd) 50% δCP 3 σ 100 kt ·MW · year

50% δCP 5 σ 450 kt ·MW · year
2%/5% (Sig/bkgd) 50% δCP 3 σ 120 kt ·MW · year

50% δCP 5 σ 500 kt ·MW · year
5%/10% (no near ν det.) 50% δCP 3 σ 200 kt ·MW · year

certainty assumptions range from 1-2%/5% on signal/background to 5%/10%. The uncertainties
listed in Table 4.7 and shown in the sensitivity figures pertain to the νe appearance signal and back-
ground normalization. In Figure 4.9 the sensitivities obtained from the rate only, shape only and
rate+shape of the appearance spectrum are shown for a 10−kt detector with an 80−GeV beam. For
CP violation (right), the rate information dominates the sensitivity, but the shape information en-
ables the detector to exceed 3σ sensitivity for large CP violation. For the MH sensitivity, Figure 4.9
(left) demonstrates that the sensitivity in the least favorable range of δCP values is dominated by the
shape information. Further analysis has shown that it is the region of the second oscillation node
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that is responsible for this effect. The shape of the signal in this region will enable LBNE to deter-
mine the sign of δCP, which is sufficient to break the degeneracy with MH effects and determine
the correct sign of the mass ordering.

Figures 4.11, 4.12, and 4.13 show the variation in sensitivity to CP violation and MH when the
true value of the oscillation parameters θ13, θ23 and ∆m2

31 are varied within the 3σ range allowed
by the 2012 3ν global fit [54]. These sensitivities are calculated for six years with equal exposures
in ν and ν mode in a 1.2−MW beam for the case in which an upgraded 80−GeV beam and a near
detector have both been implemented.

π/CPδ
-1 -0.5 0 0.5 1

2 χ ∆

0

5

10

15

20

25

 = 0.0913θ22sin
 = 0.0713θ22sin
 = 0.1213θ22sin

LBNE 34 kt LAr
 = 0.0913θ22sin

 = 0.3923θ2sin

Mass Hierarchy Sensitivity (NH)

π/CPδ
-1 -0.5 0 0.5 1

2 χ ∆
 =

 
σ

0

2

4

6

σ3

σ5

CP Violation Sensitivity (NH)

Figure 4.11: The significance with which the mass hierarchy (left) and CP violation, i.e., δCP 6= 0 or π,
(right) can be determined by a typical LBNE experiment as a function of the value of δCP for an allowed
range of θ13 values and for normal hierarchy; assumes a 34−kt far detector.

In comparing Figures 4.11, 4.12 and 4.13, the dependence on the true value of θ23 is particularly
striking. As sin2 θ23 increases, the sensitivity to CP violation decreases because the CP asymmetry
that LBNE measures is inversely proportional to | sin θ23| as demonstrated in Equation 2.20. For the
same reason, as θ23 increases, the degeneracy between the CP and matter asymmetries is broken,
which increases the LBNE sensitivity to neutrino MH. The explicit dependence of MH sensitivity
on the value of sin2 θ23 is shown in Figure 4.14. As this plot makes clear, LBNE resolves the MH
with a significance of

√
∆χ2 > 6 for nearly all allowed values of sin2θ23 and δCP.

4.3.3 Summary of CP-Violation and Mass Hierarchy Sensitivities

For the 10−kt LBNE, the statistical uncertainties are much larger than the systematic uncertainties.
Combining the sensitivity from the 10−kt LBNE with expected knowledge from the NOνA and
T2K experiments would allow LBNE to achieve a ≥ 4σ sensitivity for detecting CP violation for
30% of the allowed values of δCP and a ≥ 3σ sensitivity for 50% of these values. It is clear that
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Figure 4.12: The significance with which the mass hierarchy (left) and CP violation, i.e., δCP 6= 0 or π,
(right) can be determined by a typical LBNE experiment as a function of the value of δCP for an allowed
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Figure 4.13: The significance with which the mass hierarchy (left) and CP violation, i.e., δCP 6= 0 or π,
(right) can be determined by a typical LBNE experiment as a function of the value of δCP for an allowed
range of ∆m2

31 values and for normal hierarchy; assumes a 34−kt far detector.

the 10−kt LBNE sensitivity would be the dominant contribution in the combined sensitivities and
would therefore represent a significant advance in the search for leptonic CP violation over the
current generation of experiments, particularly in the region where the CP and matter effects are
degenerate.

The combination with T2K and NOνA would allow the MH to be determined with a minimum
precision of |∆χ2| ≥ 25 over 60% δCP values and |∆χ2| ≥ 16 for all possible values of δCP. Due
to the low event statistics in these experiments, the combination with NOνA and T2K only helps
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Figure 4.14: The significance with which the MH can be determined by a typical LBNE experiment as a
function of the value of sin2 θ23, for the 3σ allowed range of sin2 θ23, for true normal hierarchy. The width
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shows the parameter space for which
√

∆χ2 > 6. Assumes a 34−kt far detector with 6 years of running in
a 1.2 MW beam.

the sensitivity in the region of δCP > 0 (NH) or δCP < 0 (IH) where there are residual degeneracies
between matter and CP-violating effects. As will be discussed in Section 4.6, the combination with
atmospheric neutrino oscillation studies can also be used to improve the MH sensitivity in this
region for the LBNE 10−kt configuration.

Assuming the normal hierarchy, the most recent global fit of experimental data for the three-
neutrino paradigm favors a value of δCP close to−π/2 with sin δCP < 0 at a confidence level
of ∼ 90% [69] (Figure 4.15). LBNE alone with a 10−kt detector and six years of running
would resolve with ≥ 3σ precision the question of whether CP is violated for the currently
favored value of δCP. With a 34−kt detector running for six years, LBNE, alone will achieve
a precision approaching 6σ.
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Table 4.8 summarizes the MH and CP sensitivities that can be reached by a typical experiment
with the LBNE 10−kt and 34−kt configurations assuming a running time of 3+3 (ν + ν) years
with a 1.2−MW beam under a variety of scenarios.

Table 4.8: The mass hierarchy and CP violation sensitivities that can be reached with a typical data set from
the LBNE 10−kt and 34−kt configurations with a 1.2 MW beam, no near neutrino detector (ND) unless
otherwise stated, and a run time of 3+3 ν + ν years under a variety of beam and systematic scenarios, for
normal hierarchy. Note that the sensitivities for inverted hierarchy are similar but not identical. As discussed
in the text, the significance of the MH determination should not be interpreted using Gaussian probabilities.

Scenario (sin2 θ23 = 0.39) MH sensitivity CPV sensitivity

δCP Fraction (
√

∆χ2) δCP Fraction (
√

∆χ2)
LBNE 10 kt, CDR beam 50% ≥ 4 40% ≥ 2σ

100% ≥ 2 - -
LBNE 10 kt, 80−GeV upgraded beam 50% ≥ 5 23% ≥ 3σ

100% ≥ 3 55% ≥ 2σ
LBNE 10 kt, 80−GeV beam, with ν ND 50% ≥ 5 33% ≥ 3σ

100% ≥ 3 60% ≥ 2σ
+ NOνA (6 yrs), T2K (7.8× 1021 POT) 75% ≥ 5 30% ≥ 4σ

100% ≥ 4 50% ≥ 3σ
LBNE 34 kt , CDR beam 50% ≥ 7 20% ≥ 4σ

100% ≥ 4 50% ≥ 3σ
LBNE 34 kt, 80−GeV upgraded beam 50% ≥ 8 15% ≥ 5σ

100% ≥ 5 35% ≥ 4σ
LBNE 34 kt, 80−GeV beam, with ν ND 50% ≥ 9 35% ≥ 5σ

100% ≥ 5 50% ≥ 4σ

4.3.4 CP-Violating and Mass Hierarchy Sensitivities with Increased Exposures

Figure 4.16 shows the minimum significance with which the MH can be resolved and CP violation
determined by LBNE as a function of increased exposure in units of mass × beam power × time§.
For this study, the LBNE beamline improvements discussed in Section 3.4 are used with Ep =
80 GeV, and the signal and background normalization uncertainties are assumed to be 1% and
5%, respectively. Both νe and νµ appearance signals are used in a combined analysis. Due to the
long baseline, the determination of the MH in LBNE to high precision does not require a large
exposure; a sensitivity of

√
∆χ2 = 5 for the worst case (NH, δCP = π/2 or IH, δCP = −π/2)

requires an exposure of ∼ 200 kt ·MW · years, but
√

∆χ2 = 5 sensitivity can be reached for 50%
of the allowed values of δCP with an exposure of less than 100 kt ·MW · years. On the other hand,
reaching discovery-level sensitivity (≥ 5σ) to leptonic CP violation for at least 50% of the possible
values of δCP will require large exposures of ≈ 450 kt ·MW · years. Figure 4.17 demonstrates the

§Time is denoted in years of running at Fermilab. One year of running at Fermilab corresponds to≈ 1.7×107 seconds.
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Figure 4.15: Results of the 2013 global analysis from Capozzi et al. shown as Nσ bounds on the six pa-
rameters governing three ν flavor oscillations. Blue (solid) and red (dashed) curves refer to NH and IH,
respectively. Figure is from [69].

sensitivity to CP violation as a function of δCP and exposure that can be achieved with various
stages of the Fermilab Proton-Improvement-Plan (PIP-II and upgrades to PIP-II). In this study,
the PIP-II upgrades are assumed to provide LBNE with 1.2 MW¶ at 80 GeV, followed by further
upgrades in which the booster is replaced with a linac that will provide 2.3 MW from the Main
Injector (MI), also at 80 GeV. The study demonstrates that it is possible to reach 5σ sensitivity
to CP violation over at least 40% of δCP values running for a little over 10 years, starting with
the PIP-II MI power and a LArTPC greater than 10 kt, and phasing in more detector mass. Other
possible staging scenarios of detector mass and beam power are discussed in Chapter 9.

¶The assumed exposures are only accurate to the level of 15% due to incomplete knowledge of the PIP-II final design
parameters and running conditions.
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Figure 4.16: The minimum significance with which the mass hierarchy (left) and CP violation (right) can
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at least the minimal significance on the y-axis.

Table 4.9: The CP violation sensitivities that can be reached by LBNE alone starting with the LBNE 10−kt
configuration with a 1.2−MW beam and a run time of 3+3 (ν+ν) years and phasing in additional far detector
mass and beam power upgrades beyond the current PIP-II. In all cases, the sensitivities are calculated us-
ing the 80 GeV upgraded beam and 1%/5% signal/background normalization uncertainties, for true normal
hierarchy. The sensitivity for each stage includes exposure from the previous stage(s) of the experiment.

Exposure Possible Scenario CPV sensitivity

δCP Fraction (
√

∆χ2)
60 kt · years 1.2 MW beam PIP-II, 10 kt, 6 years 60% δCP ≥ 2σ

33% δCP ≥ 3σ
+ 200 kt · years 1.2 MW beam PIP-II, 34 kt, 6 years 40% δCP ≥ 5σ
+ 200 kt · years 2.3 MW beam Booster replaced, 34 kt, 6 years 60% δCP ≥ 5σ

4.4 Measurement of θ23 and Determination of the Octant

The value of sin22θ23 is measured to be > 0.95 at 90% CL using atmospheric neutrino oscilla-
tions [166]. This corresponds to a value of θ23 near 45◦, but leaves an ambiguity as to whether the
value of θ23 is in the lower octant (less than 45◦), the upper octant (greater than 45◦) or exactly 45◦.
The value of sin2 θ23 from the 2013 global fit reported by [69] is sin2 θ23 = 0.425+0.029

−0.027(1σ) for
normal hierarchy (NH), but as shown in Figure 4.15, the distribution of the χ2 from the global fit
has another local minimum — particularly if the MH is inverted — at sin2 θ23 ≈ 0.59. A maximal
mixing value of sin2 θ23 = 0.5 is therefore still allowed by the data and the octant is still largely
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Figure 4.17: The significance with which CP violation — δCP 6= 0 or π — can be determined as a function
of δCP. The different color curves represent possible exposures from different stages of PIP and detector
mass upgrades as follows: 1.2 MW, 60 kt·years (red) + 1.2 MW, 200 kt·years (blue) + 2.3 MW, 200 kt·years
(green). The sensitivity for each higher exposure is in addition to that from all lower exposures. The bands
represent the range of sensitivities obtained from the improvements to the CDR beamline design.

undetermined. As discussed in Chapter 2, a value of θ23 exactly equal to 45◦ would indicate that
νµ and ντ have equal contributions from ν3, which could be evidence for a previously unknown
symmetry. It is therefore important experimentally to determine the value of sin2 θ23 with sufficient
precision to determine the octant of θ23.

The measurement of νµ → νµ oscillations is sensitive to sin2 2θ23, whereas the measurement of
νµ → νe oscillations is sensitive to sin2 θ23. A combination of both νe appearance and νµ disappear-
ance measurements can probe both maximal mixing and the θ23 octant. With the large statistics and
rich spectral structure in a wide-band, long-baseline experiment such as LBNE (Figure 4.2), pre-
cision measurements of sin2 θ23 can be significantly improved compared to existing experiments,
particularly for values of θ23 near 45◦. Figure 4.18 demonstrates the measurement precision of θ23

and ∆m2
31 that can be achieved for different true values of these parameters by a 10−kt LBNE

detector. The subdominant νµ → νe appearance signal in a 10−kt detector is limited by statistical
uncertainties.
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allowed ranges of θ23 and the orange hatched region represents the 1σ allowed range of ∆m2

31 from [54].

The significance with which a 10−kt LBNE detector can determine the θ23 octant is shown in the
top plot of Figure 4.19. The ∆χ2 metric is defined as:

∆χ2
octant = |χ2

θtest23 >45◦ − χ2
θtest23 <45◦|, (4.9)

where the value of θ23 in the wrong octant is constrained only to have a value within the wrong
octant (i.e., it is not required to have the same value of sin2 2θ23 as the true value). The individual
χ2 values are given by Equation 4.4. As in the ∆χ2 metrics for MH and CP violation, the χ2 value
for the true octant is identically zero in the absence of statistical fluctuations. If θ23 is within the 1σ
bound of the global fit [54], an LBNE 10−kt detector alone will determine the octant with > 3σ
significance for all values of δCP. Figure 4.19 (bottom) demonstrates the increasing sensitivity to
the θ23 octant for values closer to maximal νµ-ντ mixing that can be achieved with subsequent
phases of LBNE coupled with upgrades in beam power from the Main Injector.

With sufficient exposure, LBNE can resolve the θ23 octant with > 3σ significance even if
θ23 is within a few degrees of 45◦, the value at which the mixing between the νµ and ντ
neutrino states is maximal.
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Figure 4.19: Top: significance with which LBNE can resolve the θ23 octant degeneracy for 3+3 years
of ν+ν running at 1.2 MW with a 10−kt detector. The bands are for normal (green) and inverted (blue)
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each higher exposure is in addition to that from all lower exposures.
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4.5 Precision Measurements of the Oscillation Parameters
in the Three-Flavor Model

The rich oscillation structure that can be observed by LBNE and the excellent particle identifica-
tion capability of the detector will enable precision measurement in a single experiment of all the
mixing parameters governing ν1-ν3 and ν2-ν3 mixing. As discussed in Chapter 2, theoretical mod-
els probing quark-lepton universality predict specific values of the mixing angles and the relations
between them. The mixing angle θ13 is expected to be measured accurately in reactor experiments
by the end of the decade with a precision that will be limited by systematics. The systematic un-
certainty on the value of sin2 2θ13 from the Daya Bay reactor neutrino experiment, which has the
lowest systematics, is currently ∼ 4% [142].
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Figure 4.20: Measurement of δCP and θ13 in LBNE with different exposures, for true normal hierarchy
(NH). The different color curves represent one-sigma contours for three possible exposures from different
stages of PIP and detector mass upgrades as follows: 1.2 MW, 60 kt·year (red), 1.2 MW, 200 kt·years (blue)
+ 2.3 MW, 200 kt·years (green). The sensitivity for each higher exposure is in addition to that from all lower
exposures.

While the constraint on θ13 from the reactor experiments will be important in the early stages
of LBNE for determining CP violation, measuring δCP and determining the θ23 octant, LBNE
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itself will eventually be able to measure θ13 independently with a precision on par with the final
precision expected from the reactor experiments. Whereas the reactor experiments measure θ13

using νe disappearance, LBNE will measure it through νe and νe appearance, thus providing an
independent constraint on the three-flavor mixing matrix. Figure 4.20 demonstrates the precision
with which LBNE can measure δCP and θ13 simultaneously, with no external constraints on θ13, as
a function of increased exposure, for three different exposures. Both appearance and disappearance
modes are included in the fit using the upgraded 80−GeV beam. Signal/background normalization
uncertainties of 1%/5% are assumed.

Figure 4.21 shows the expected 1σ resolution on different three-flavor oscillation parameters as a
function of exposure in kt · year in a 1.2−MW beam with LBNE alone and LBNE in combination
with the expected performance from T2K and NOνA. It should be noted that LBNE alone could
reach a precision on sin2 2θ13 of 0.005 with an exposure of ∼300 kt ·MW · years. LBNE can also
significantly improve the resolution on ∆m2

32 beyond what the combination of NOνA and T2K can
achieve, reaching a precision of 1× 10−5 eV2 with an exposure of ∼300 kt ·MW · years. The pre-
cision on ∆m2

32 will ultimately depend on tight control of energy-scale systematics. Initial studies
of the systematics reveal that the measurement of νµ disappearance in LBNE over a full oscillation
interval, with two oscillation peaks and two valleys (Figure 4.2), reduces the dependency of the
∆m2

23 measurement on the energy-scale systematics, which limited the measurement precision in
MINOS [163].
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4.6 Oscillation Studies Using Atmospheric Neutrinos

Atmospheric neutrinos are unique among sources used to study oscillations: the flux con-
tains neutrinos and antineutrinos of all flavors, matter effects play a significant role, both
∆m2 values contribute, and the oscillation phenomenology occurs over several orders of
magnitude each in energy (Figure 2.8) and path length. These characteristics make atmo-
spheric neutrinos ideal for the study of oscillations (in principle sensitive to all of the re-
maining unmeasured quantities in the PMNS matrix) and provide a laboratory in which
to search for exotic phenomena for which the dependence of the flavor-transition and sur-
vival probabilities on energy and path length can be defined. The large LBNE LArTPC
far detector, placed at sufficient depth to shield against cosmic-ray background, provides
a unique opportunity to study atmospheric neutrino interactions with excellent energy and
path-length resolutions.

LBNE has obtained far detector physics sensitivities based on information from atmospheric neu-
trinos by using a Fast MC and a three-flavor analysis framework developed for the MINOS ex-
periment [167]. Four-vector-level events are generated using the GENIE neutrino event genera-
tor [133]. For atmospheric neutrinos the Bartol [168] flux calculation for the Soudan, MN site was
used, and for beam neutrinos the 80−GeV, 1.2−MW beamline design described in Section 3.4
was used. In this section, unless otherwise specified, the oscillation parameters are as specified in
Table 4.10.

Table 4.10: Oscillation parameters used in the atmospheric-neutrino analysis.

Parameter Value
∆m2 = 1/2(∆m2

32 + ∆m2
31) (NH) +2.40× 10−3 eV2

sin2 θ23 0.40
∆m2

21 7.54× 10−5 eV2

sin2 θ12 0.307
sin2 θ13 0.0242
δCP 0

The expected interaction rates in 100 kt · year are shown in Table 4.11. All interactions occur on
argon and are distributed uniformly throughout a toy detector geometry consisting of two modules,
each 14.0 m high, 23.3 m wide, and 45.4 m long. For this study, events with interaction vertices
outside the detector volume (e.g., events that produce upward-going stopping or through-going
muons) have not been considered. Cosmogenic background has not been studied in detail, but
since atmospheric neutrinos are somewhat more tolerant of background than proton decay, a depth
that is sufficient for a proton decay search is expected to also be suitable for studies of atmospheric
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neutrinos. Given the detector’s 4,850−ft depth, a veto should not be necessary and the full fiducial
mass of the detector should be usable.

Table 4.11: Expected atmospheric ν interaction rates in a LArTPC with an exposure of 100 kt · years for the
Bartol flux and GENIE argon cross sections (no oscillations).

Flavor CC NC Total
νµ 10,069 4,240 14,309
νµ 2,701 1,895 4,596
νe 5,754 2,098 7,852
νe 1,230 782 2,012

Total: 19,754 9,015 28,769

A Fast MC runs on the produced four-vectors, placing events into containment and flavor cate-
gories. Containment is evaluated by tracking leptons through the liquid argon detector box geom-
etry and classifying events as either fully contained (FC) or partially contained (PC). A detection
threshold of 50 MeV is assumed for all particles. Flavor determination, in which events are placed
into electron-like or muon-like categories, is based on properties of the primary and secondary par-
ticles above detection threshold. Electrons are assumed to be correctly identified with 90% proba-
bility and other electromagnetic particles (e.g., π0, γ) are misidentified as electrons 5% of the time.
Muons are identified with 100% probability and charged pions are misidentified as muons 1% of
the time. Events in which neither of the two leading particles is identified as a muon or electron are
placed into an NC-like category. With these assumptions, the purities of the flavor-tagged samples
are 97.8% for the FC electron-like sample, 99.7% for the FC muon-like sample, and 99.6% for
the PC muon-like sample. The NC-like category is not used in this analysis, but would be useful
for ντ appearance studies. The energy and direction of the event are then assigned by separately
smearing these quantities of the leptonic and hadronic systems, where the width of the Gaussian

Table 4.12: Detector performance assumptions for the atmospheric neutrino and the combined atmo-
spheric+beam neutrino analyses.

Particle Resolution
Angular Resolutions

Electron 1◦

Muon 1◦

Hadronic System 10◦

Energy Resolutions
Stopping Muon 3%
Exiting Muon 15%
Electron 1%/

√
E(GeV )⊕ 1%

Hadronic System 30%/
√
E(GeV )
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resolution functions for each flavor/containment category are given in Table 4.12. Detector perfor-
mance assumptions are taken both from the LBNE CDR [29] and from published results from the
ICARUS experiment [139,169,170,171]. Including oscillations, the expected number of events in
100 kt · year is summarized in Table 4.13.

Table 4.13: Atmospheric-neutrino event rates including oscillations in 100 kt · year with a LArTPC, fully
or partially contained in the detector fiducial volume.

Sample Event rate
fully contained electron-like sample 4,015
fully contained muon-like sample 5,958
partially contained muon-like sample 1,963

Figure 4.22 shows the expected L/E distribution for high-resolution muon-like events from a
350 kt · year exposure; the latest data from Super-Kamiokande are shown for comparison. LBNE
defines high-resolution events similarly to Super-Kamiokande, i.e., either by excluding a region of
low-energy events or events pointing toward the horizon where the baseline resolution is poor. The
data provide excellent resolution of the first two oscillation nodes, even when taking into account
the expected statistical uncertainty.

In performing oscillation fits, the data in each flavor/containment category are binned in energy and
zenith angle. Figure 4.23 shows the zenith angle distributions for several ranges of reconstructed
energy, where oscillation features are clearly evident.

The power to resolve the mass hierarchy (MH) with atmospheric neutrinos comes primarily from
the MSW enhancement of few-GeV neutrinos at large zenith angles. This enhancement occurs
for neutrinos in the normal hierarchy and antineutrinos in the inverted hierarchy. Figure 4.24
shows zenith angle distributions of events in the relevant energy range for each of the three fla-
vor/containment categories. Small differences are evident in comparing the NH and IH predictions.

Since the resonance peak occurs for neutrinos in the NH and antineutrinos in the IH, the MH sen-
sitivity can be greatly enhanced if neutrino and antineutrino events can be separated. The LBNE
detector will not be magnetized; however, its high-resolution imaging offers possibilities for tag-
ging features of events that provide statistical discrimination between neutrinos and antineutrinos.
For the sensitivity calculations that follow, two such tags are included: a proton tag and a decay-
electron tag. For low-multiplicity events, protons occur preferentially in neutrino interactions; pro-
tons are tagged with 100% efficiency if their kinetic energy is greater than 50 MeV. Decay electrons
are assumed to be 100% identifiable and are assumed to occur 100% of the time for µ+ and 25%
of the time for µ−, based on the µ± capture probability on 40Ar.

In the oscillation analysis, 18 nuisance parameters are included, with detector performance param-
eters correlated between beam and atmospheric data. In all cases, sin2 θ12, ∆m2 = 1/2(∆m2

32 +
∆m2

31), and ∆m2
21 are taken to be fixed at the values given in Table 4.10. The fits then range over
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Figure 4.22: Reconstructed L/E distribution of high-resolution µ-like atmospheric neutrino events in LBNE
with a 340 kt·MW·year exposure with and without oscillations (top); the ratio of the two, with the shaded
band indicating the size of the statistical uncertainty (center); the ratio of observed data over the null oscil-
lation prediction from the Super-Kamiokande detector with 240.4 kt · years of exposure (bottom).
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Figure 4.23: Reconstructed zenith angle distributions in several ranges of energy for the FC e-like, FC
µ-like, and PC µ-like samples. The small contributions from NC background and ντ are also shown.
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Figure 4.24: Reconstructed zenith angle distributions for 6 to 10−GeV events in the different FC and PC
samples. Top plots show the expected distributions for no oscillations (black), oscillations with normal
(blue), and inverted (red) hierarchy. Bottom plots show the ratio of the normal and inverted expectations to
the no-oscillation distributions for each category.
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θ23, θ13, δCP, and the MH. A 2% constraint is assumed on the value of θ13; this value is chosen to
reflect the expected ultimate precision of the current generation of reactor-neutrino experiments.
The systematic errors included in this analysis are given in Table 4.14.

Table 4.14: Systematic errors included in the atmospheric and beam+atmospheric neutrino analysis. The
beam values assume the existence of a near detector (ND). Atmospheric spectrum ratios include the com-
bined effect of flux and detector uncertainties (e.g., the up/down flux uncertainty as well as the uncertainty
on the detector performance for the up/down ratio). The atmospheric spectrum shape uncertainty functions
are applied separately for νµ, νe, νµ, νe.

Atmospheric Beam (Assumes ND)
Normalization Overall (15%) µ-like (5%)

e-like (1%)
NC Background e-like (10%) µ-like (10%)

e-like (5%)
Spectrum Ratios up/down (2%)

νe/νµ (2%)
νµ/νµ (5%)
νe/νe (5%)

Spectrum Shape f(E < E0) = 1 + α(E − E0)/E0
f(E > E0) = 1 + α log(E/E0)

where σα=5%
Energy Scales Muons (stopping 1%, exiting 5%)
(Correlated) Electrons (1%)

Hadronic System (5%)

For the determination of the MH, the ∆χ2 value is calculated between the best-fit points in the NH
and IH where, at each, the nuisance parameters have been marginalized. The sensitivity in the plots
that follow is given as

√
∆χ2. Figure 4.25 shows the MH sensitivity from a 340-kt · year exposure

of atmospheric neutrino data alone. For all values of the MH and δCP, the MH can be determined
at
√

∆χ2 > 3. The resolution depends significantly on the true value of θ23; the sensitivity for
three θ23 values is shown. The sensitivity depends relatively weakly on the true hierarchy and
the true value of δCP. This is in sharp contrast to the MH sensitivity of the beam, which has a
strong dependence on the true value of δCP. Figure 4.26 shows the MH sensitivity as a function
of the fiducial exposure. Over this range of fiducial exposures, the sensitivity goes essentially as
the square root of the exposure, indicating that the measurement is not systematics-limited. Figure
4.27 shows the octant and CPV sensitivity from a 340-kt · year exposure of atmospheric neutrino
data alone. For the determination of the octant of θ23, the ∆χ2 value is calculated between the
best-fit points in the lower (θ23 < 45◦) and higher (θ23 > 45◦) octants, where at each, the nuisance
parameters have been marginalized. The discontinuities in the slopes of the octant sensitivity plot
are real features, indicating points at which the best fit moves from one hierarchy to the other. For
the detection of CP violation, the ∆χ2 exclusion is similarly computed for δCP = (0, π).

The Long-Baseline Neutrino Experiment



128 4 Neutrino Mixing, Mass Hierarchy, and CP Violation

)2 χ∆√
S

en
si

tiv
ity

 (

0

5

10

π / CPδ
0 0.5 1 1.5

Atmospheric Neutrinos
LAr Detector Simulation

340 kt-yrs
Normal Hierarchy

=0.623θ2sin
=0.523θ2sin
=0.423θ2sin

π / CPδ
0 0.5 1 1.5 2

Mass Hierarchy
Determination

Inverted Hierarchy
=0.623θ2sin
=0.523θ2sin
=0.423θ2sin

Figure 4.25: Sensitivity of 340 kt · years of atmospheric neutrino data to MH as a function of δCP for true
normal (left) and inverted (right) hierarchy and different assumed values of sin2 θ23.
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Figure 4.26: Sensitivity to mass hierarchy using atmospheric neutrinos as a function of fiducial exposure in
a liquid argon detector.

Figure 4.28 shows the combined sensitivity to beam and atmospheric neutrinos for determination
of the MH. This assumes a 10-year run with equal amounts of neutrino and antineutrino running
in a 1.2−MW beam.
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Figure 4.27: Sensitivity to θ23 octant (left) and CPV (right) using atmospheric neutrinos.
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Figure 4.28: Sensitivity to mass hierarchy using atmospheric neutrinos combined with beam neutrinos with
an exposure of 340 kt · year in a 1.2−MW beam for normal (left) and inverted (right) hierarchy.
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Figure 4.29: Sensitivity to mass hierarchy using atmospheric neutrinos combined with beam neutrinos as a
function of the true value of sin2 θ23, for true normal (blue) and inverted (red) hierarchy. The width of the
band is due to the unknown value of δCP and covers all possible values of δCP. Assumes an exposure of 340
kt · year in a 1.2−MW beam.

In the region of δCP where the LBNE neutrino-beam-only analysis is least sensitive to the
mass hierarchy, atmospheric neutrinos measured in the same experiment offer comparable
sensitivity. The combined beam and atmospheric neutrino sensitivity to the mass hierarchy
is |

√
∆χ2| > 6 for all values of δCP (sin2 θ23 = 0.4) in a 34−kt detector, assuming a

1.2−MW beam running for ten years. It is important to note that the combined sensitivity
is better than the sum of the separate ∆χ2 values, as the atmospheric data help to remove
degeneracies in the beam data.

Figure 4.29 shows the combined sensitivity to beam and atmospheric neutrinos for determination
of MH as a function of the true value of sin2 θ23, for the same 340-kt · year exposure in a 1.2−MW
beam. This can be compared to Figure 4.14 in Section 4.3.3, which shows the same sensitivity
using only beam neutrinos.

Figure 4.30 shows the combined sensitivity to beam and atmospheric neutrinos for the θ23 octant
determination and CPV. The role played by atmospheric data in resolving beam-neutrino degen-
eracies is also clear from considering the combined and beam-only sensitivities in these plots.
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Figure 4.30: Sensitivity to θ23 octant (left) and CPV (right) using atmospheric neutrinos combined with
beam neutrinos with an exposure of 340 kt · year in a 1.2−MW beam.

4.7 Searches for Physics Beyond the Standard Three-Flavor
Neutrino Oscillation Model

Due to the very small masses and large mixing of neutrinos, their oscillations over a long
distance act as an exquisitely precise interferometer with high sensitivity to very small per-
turbations caused by new physics phenomena, such as:

◦ nonstandard interactions in matter that manifest in long-baseline oscillations as devi-
ations from the three-flavor mixing model

◦ new long-distance potentials arising from discrete symmetries that manifest as small
perturbations on neutrino and antineutrino oscillations over a long baseline

◦ sterile neutrino states that mix with the three known active neutrino states

◦ large compactified extra dimensions from String Theory models that manifest through
mixing between the Kaluza-Klein states and the three active neutrino states

Full exploitation of LBNE’s sensitivity to such new phenomena will require higher-precision
predictions of the unoscillated neutrino flux at the far detector and large exposures.
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This section explores the potential of the full-scope LBNE design to pursue physics beyond the
three-flavor neutrino oscillation model.

4.7.1 Search for Nonstandard Interactions

Neutral current (NC) nonstandard interactions (NSI) can be understood as nonstandard matter ef-
fects that are visible only in a far detector at a sufficiently long baseline. They can be parameterized
as new contributions to the MSW matrix in the neutrino-propagation Hamiltonian:

H = U


0

∆m2
21/2E

∆m2
31/2E

U † + ṼMSW , (4.10)

with

ṼMSW =
√

2GFNe


1 + εmee εmeµ εmeτ
εm∗eµ εmµµ εmµτ
εm∗eτ εm∗µτ εmττ

 (4.11)

Here, U is the leptonic mixing matrix, and the ε-parameters give the magnitude of the NSI relative
to standard weak interactions. For new physics scales of a few hundred GeV, a value of |ε| . 0.01
is expected [172,173,174]. LBNE’s 1,300−km baseline provides an advantage in the detection of
NSI relative to existing beam-based experiments with shorter baselines. Only atmospheric-neutrino
experiments have longer baselines, but the sensitivity of these experiments to NSI is limited by
systematic effects.

To assess the sensitivity of LBNE to NC NSI, the NSI discovery reach is defined in the following
way: the expected event spectra are simulated using GLoBeS, assuming true values for the NSI
parameters, and a fit is then attempted assuming no NSI. If the fit is incompatible with the simulated
data at a given confidence level, the chosen true values of the NSI parameters are considered to
be within the experimental discovery reach. In Figure 4.31, the NSI discovery reach of LBNE is
shown; only one of the εmαβ parameters at a time is taken to be non-negligible.

4.7.2 Search for Long-Range Interactions

The small scale of neutrino-mass differences implies that minute differences in the interactions of
neutrinos and antineutrinos with currently unknown particles or forces may be detected through
perturbations to the time evolution of the flavor eigenstates. The longer the experimental baseline,
the higher the sensitivity to a new long-distance potential acting on neutrinos. For example, some
of the models for such long-range interactions (LRI) as described in [175] (Figure 4.32) could con-
tain discrete symmetries that stabilize the proton and give rise to a dark-matter candidate particle,
thus providing new connections between neutrino, proton decay and dark matter experiments. The
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1.2 MW, 30+30 kt−yrs

1.2 MW, 100+100 kt−yrs

2.3 MW, 100+100 kt−yrs

Figure 4.31: Nonstandard interaction discovery reach in LBNE with increasing exposure: 1.2 MW,
60 kt·years (red) + 1.2 MW, 200 kt · year (blue) + 2.3 MW, 200 kt · year (green). The left and right edges of
the error bars correspond to the most favorable and the most unfavorable values for the complex phase of the
respective NSI parameters. The gray shaded regions indicate the current model-independent limits on the
different parameters at 3σ [172,173]. For this study the value of sin2 2θ13 was assumed to be 0.09. Figure
courtesy of Joachim Kopp.

longer baseline of LBNE improves the sensitivity to LRI beyond that possible with the current gen-
eration of long-baseline neutrino experiments. The sensitivity will be determined by the amount of
νµ/νµ-CC statistics accumulated and the accuracy with which the unoscillated and oscillated νµ
spectra can be determined.
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Figure 4.32: Long-range interactions in LBNE. The number of (a) neutrino and (b) antineutrino events
versusEν , in a long-baseline experiment with a 1,300−km baseline. The unoscillated case (top black dashed
curves) and the case of no new physics (thin black solid curves) are displayed, as well as the cases with
α′ = (1.0, 0.5, and 0.1) × 10−52, corresponding to red solid, dashed, and dotted curves, respectively. α′ is
the fine structure constant of such interactions, which is constrained to be α′ ≤ 10−47 [175].

4.7.3 Search for Mixing between Active and Sterile Neutrinos

Searches for evidence of active-sterile neutrino mixing at LBNE can be conducted by examin-
ing the NC event rate at the far detector and comparing it to a precise estimate of the expected
rate extrapolated from νµ flux measurements from the near detector and from beam and detector
simulations. Observed deficits in the NC rate could be evidence for mixing between the active
neutrino states and unknown sterile neutrino states. The most recent such search in a long-baseline
experiment was conducted by the MINOS experiment [176].

LBNE will provide a unique opportunity to revisit this search with higher precision over a large
range of neutrino energies and a longer baseline. The expected rate of NC interactions with visible
energy > 0.5 GeV in a 10−kt detector over three years is approximately 2,000 events (Table 4.1)
in the low-energy beam tune and 3,000 events in the medium-energy beam tune. The NC iden-
tification efficiency is high, with a low rate of νµ-CC background misidentification as shown in
Table 4.2. The high-resolution LArTPC far detector will enable a coarse measurement of the in-
coming neutrino energy in a NC interaction by using the event topology and correcting for the
missing energy of the invisible neutrino. This will greatly improve the sensitivity of LBNE to
active-sterile mixing as compared to current long-baseline experiments such as MINOS+ since
both the energy spectrum and the rate of NC interactions can be measured at both near and far
detectors. Studies are currently underway to quantify LBNE’s sensitivity to active-sterile mixing.
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4.7.4 Search for Large Extra Dimensions

Several theoretical models propose that right-handed neutrinos propagate in large compactified
extra dimensions, whereas the standard left-handed neutrinos are confined to the four-dimensional
brane [177]. Mixing between the right-handed Kaluza-Klein modes and the standard neutrinos
would change the mixing patterns predicted by the three-flavor model. The effects could manifest,
for example, as distortions in the disappearance spectrum of νµ. The rich oscillation structure
visible in LBNE, measured with its high-resolution detector using both beam and atmospheric
oscillations, could provide further opportunities to probe for this type of new physics. Studies are
underway to understand the limits that LBNE could impose relative to current limits and those
expected from other experiments.

4.8 Comparison of LBNE Sensitivities to other Proposed
Experiments

With tight control of systematics, LBNE will reach 5σ sensitivity to CP violation for a
large fraction of δCP values. LBNE delivers the best resolution of the value of δCP with the
lowest combination of power-on-target and far detector mass when compared to other future
proposed neutrino oscillation experiments (Figure 4.33).

In Figure 4.33, the CP-violation sensitivity of LBNE is compared to that of other proposed neu-
trino oscillation experiments from an independent study with updated LBNE input based on [178].
The dashed black curve labeled “2020” is the expected sensitivity from the current generation of
experiments that could be achieved by 2020. “LBNE-Full” represents a 34−kt LArTPC running
in a 1.2−MW beam for 3 (ν) +3 (ν) years. “LBNE-PX” is LBNE staged with PIP-II and further
upgraded beams with power up to 2.0 MW as shown in Figure 4.17. “T2HK” is a 560−kt (fiducial
mass) water Cherenkov detector running in a 1.66−MW beam for 1.5 (ν) + 3.5 (ν) years [179].
“LBNO100” is a 100−kt LArTPC at a baseline of 2,300 km running in a 0.8−MW beam from
CERN for 5 (ν) + 5 (ν) years [180]. “IDS-NF” is the Neutrino Factory with a neutrino beam
generated from muon decays in a 10−GeV muon storage ring produced from a 4−MW, 8−GeV
Project X proton beam coupled with 100−kt magnetized iron detectors at a baseline of 2,000 km
for 10 (ν + ν) simultaneously) [181]. LBNE can reach 5σ sensitivity to CP violation for a large
fraction of δCP values with the lowest combination of power-on-target and far detector mass when
compared to current and future proposed neutrino oscillation experiments.

Alone, LBNE can potentially reach a precision on δCP between roughly 6◦ and 10◦, i.e., close to the
4◦ CKM precision on δCKM

CP — but an exposure of ∼700 kt ·MW · years is needed. Nevertheless,
as shown in Figure 4.34, wide-band, long-baseline experiments such as LBNE (and LBNO) can
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Figure 4.33: The minimal CP-violation sensitivity for a given fraction of δCP values for different proposed
neutrino oscillation experiments. The exposure and baseline of each experiment is described in the text.
Figure is based on the studies detailed in [178].

achieve nearly CKM precision on δCP with much less exposure than is required for existing ex-
periments such as NOνA, T2K and proposed short-baseline, off-axis experiments such as T2HK.
With the exception of the NuMAX sensitivity, which is taken from [182], the resolutions in the
colored bands in Figure 4.34 are calculated independently by LBNE using GLoBES and found
to be in good agreement with the values reported by the experiments themselves (T2HK [183],
NOνA [38], LBNO [184]).

It is important to note that the precision on δCP in the off-axis experiments shown in Figure 4.34
assumes the mass hierarchy (MH) is resolved. If the MH is unknown, the resolution of T2K, NOνA
and T2HK will be much poorer than indicated. LBNE does not require external information on the
MH to reach the precisions described in this section. Only a neutrino factory can possibly out-
perform a wide-band, long-baseline experiment — but not by much — for equivalent power, target
mass and years of running. To achieve this precision, however, LBNE will need to tightly control
the systematic uncertainties on the νe appearance signal. Its high-resolution near detector will
enable it to reach this level of precision, as described in Section 3.5.
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Figure 4.34: The 1σ resolution on δCP that can be achieved by existing and proposed beamline neutrino
oscillation experiments as a function of exposure in terms of mass × beam power × years of running. The
band represents the variation in the resolution as a function of δCP with the lower edge representing the
best resolution and the upper edge the worst. The bands start and stop at particular milestones. For exam-
ple, the LBNE band starts with the resolutions achieved by the 10−kt LBNE and ends with the full-scope
LBNE running with the 2.3−MW upgrades beyond PIP-II. With the exception of the NuMAX sensitivity,
which is taken from [182], the resolutions in the colored bands are calculated independently by LBNE using
GLoBES. The dashed line denotes the 4◦ resolution point which is the resolution of δCKM

CP from the 2011
global fits.

An independent study comparing LBNE’s sensitivity to the mass ordering to that of current and
future proposed experiments highlights its potential [151]. The study uses frequentist methods
of hypothesis testing to define sensitivities. The validity of the approach is tested using toy MC
simulations of the various experiments. The comparison of expected MH sensitivities for a variety
of current and proposed experiments using different approaches with reasonable estimates as to the
start time of the different experiments is summarized in Figure 4.35.

Future upgrades to the Fermilab accelerator complex — in particular the prospect of high-power,
low-energy proton beams such as the 3−MW, 8−GeV beam originally proposed as Stage 4 of
Project X — could open up further unique opportunities for LBNE to probe CP violation using on-
axis, low-energy beams specifically directed at the second oscillation maximum where CP effects
dominate the asymmetries [185]. Such high-power, low-energy beams could even enable studies
in ν1-ν2 mixing in very long-baseline experiments.
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Figure 4.35: The top (bottom) figure shows the median sensitivity in number of sigmas for rejecting the
inverted (normal) hierarchy if the normal (inverted) hierarchy is true for different facilities as a function of
the date. The width of the bands corresponds to different true values of the CP phase δCP for NOνA and
LBNE, different true values of θ23 between 40◦ and 50◦ for INO and PINGU, and energy resolution between
3%/

√
E (MeV) and 3.5%/

√
E (MeV) for JUNO. For the long-baseline experiments, the bands with solid

(dashed) contours correspond to a true value for θ23 of 40◦ (50◦). In all cases, octant degeneracies are fully
considered. This figure is from the analysis presented in [151], however, for the plots shown here, the beam
power for the full-scope, 34−kt LBNE has been changed to 1.2 MW to reflect the Fermilab PIP-II upgrade
plan.
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Chapter
5

Nucleon Decay Motivated
by Grand Unified Theories

Baryon number conservation is an unexplained symmetry in the Universe with deep con-
nections to both cosmology and particle physics. As one of the conditions underlying the
observed matter-antimatter asymmetry of the Universe, baryon number should be violated.
Nucleon decay, which is a manifestation of baryon number violation, is a hallmark of many
Grand Unified Theories (GUTs), theories that connect quarks and leptons in ways not en-
visioned by the Standard Model. Observation of proton or bound-neutron decay would pro-
vide a clear experimental signature of baryon number violation.

Predicted rates for nucleon decay based on GUTs are uncertain but cover a range directly
accessible with the next generation of large underground detectors. LBNE, configured with
its massive, deep-underground LArTPC far detector, offers unique opportunities for the
discovery of nucleon decay, with sensitivity to key decay channels an order of magnitude
beyond that of the current generation of experiments.

5.1 LBNE and the Current Experimental Context
Current limits on nucleon decay via numerous channels are dominated by Super–Kamiokande
(SK) [186], for which the most recently reported preliminary results are based on an overall expo-
sure of 260 kt · year. Although the SK search has so far not observed nucleon decay, it has estab-
lished strict limits (90% CL) on the partial lifetimes for decay modes of particular interest to GUT
models such as τ/B(p→ e+π0) > 1.3× 1034 year and τ/B(p→ K+ν) > 0.59× 1034 year [40].
These are significant limits on theoretical models that constrain model builders and set a high
threshold for the next-generation detectors such as LBNE and Hyper-Kamiokande (Hyper-K). Af-
ter more than ten years of exposure, the SK limits will improve only slowly. A much more massive
detector such as Hyper-K — which will have a 560−kt fiducial mass — is required to make a
significant (order-of-magnitude) improvement using the water Cherenkov technique.

The uniqueness of proton decay signatures in a LArTPC and the potential for reconstructing them
with redundant information has long been recognized as a key strength of this technology. A
LArTPC can reconstruct all final-state charged particles and make an accurate assessment of par-
ticle type, distinguishing between muons, pions, kaons and protons. Electromagnetic showers are
readily measured, and those that originate from photons generated by π0 decay can be distin-
guished to a significant degree from those that originate from νe charged-current (CC) interactions.
Kiloton-per-kiloton, LArTPC technology is expected to outperform water Cherenkov in both de-
tection efficiency and atmospheric-neutrino background rejection for most nucleon decay modes,
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although intranuclear effects, which can smear out some of the proton decay signal, are smaller for
oxygen and nonexistent for hydrogen.

When mass and cost are taken into account, water Cherenkov technology is optimum for the p →
e+π0 final-state topology, where the signal efficiency is roughly 40% and the background rate is
two events per Mt · year. The efficiency estimate for this mode [187] for a LArTPC is 45% with
one event per Mt · year — not a significant enough improvement in efficiency to overcome the
penalty of the higher cost per kiloton for liquid argon.

For the p → K+ν channel, on the other hand, the LArTPC technology is superior based on the
same criteria. In a LArTPC, the K+ track is reconstructed and identified as a charged kaon. The
efficiency for the K+ν mode in a LArTPC is estimated to be as high as 97.5% with a background
rate of one event per Mt · year. In water Cherenkov detectors the efficiency for this mode is roughly
19% for a low-background search, with a background rate of four events per Mt · year. Based on
these numbers and a ten-year exposure, LBNE’s 34−kt LArTPC and the 560−kt Hyper-K WCD
have comparable sensitivity (at 90% CL), but the estimated LArTPC background of 0.3 events
is dramatically better than the 22 estimated for Hyper-K (assuming no further improvement in
analysis technique past that currently executed for SK [40]).

5.2 Signatures for Nucleon Decay in Liquid Argon

The LBNE LArTPC’s superior detection efficiencies for decay modes that produce kaons
will outweigh its relatively low mass compared with multi-hundred-kiloton water Cherenkov
detectors. Because the LArTPC can reconstruct protons that are below Cherenkov threshold,
it can reject many atmospheric-neutrino background topologies by vetoing on the presence
of a recoil proton. Due to its excellent spatial resolution, it also performs better for event
topologies with displaced vertices, such as p → K+ν (for multi-particle K+ decay topolo-
gies) and p→ K0µ+. The latter mode is preferred in some SUSY GUTs.

For modes with no electron in the final state, the same displaced vertex performance that under-
pins long-baseline neutrino oscillation measurements allows the rejection of CC interactions of
atmospheric νe’s. As will be stressed for the key mode of p→ K+ν described in detail below, the
capability to reconstruct the charged kaon with the proper range and dE/dx profile allows for a
high-efficiency, background-free analysis. In general, these criteria favor all modes with a kaon,
charged or neutral, in the final state. Conversely, the efficiency for decay modes to a lepton plus
light meson will be limited by intranuclear reactions that plague liquid argon to a greater extent
than they do 16O in a water Cherenkov detector.

An extensive survey [187] of nucleon decay efficiency and background rates for large LArTPCs
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with various depth/overburden conditions, published in 2007, provides the starting point for the
assessment of LBNE’s capabilities. Table 5.1 lists selected modes where LArTPC technology ex-
hibits a significant performance advantage (per kiloton) over the water Cherenkov technology. The
remainder of this chapter focuses on the capabilities of LBNE for the p → K+ν channel, as the
most promising from theoretical and experimental considerations. Much of the discussion that
follows can be applied to cover the other channels with kaons listed in the table.

Table 5.1: Efficiencies and background rates (events per Mt · year) for nucleon decay channels of interest for
a large underground LArTPC [187], and comparison with water Cherenkov detector capabilities. The entries
for the water Cherenkov capabilities are based on experience with the Super–Kamiokande detector [40].

Decay Mode Water Cherenkov Liquid Argon TPC
Efficiency Background Efficiency Background

p→ K+ν 19% 4 97% 1
p→ K0µ+ 10% 8 47% < 2
p→ K+µ−π+ 97% 1
n→ K+e− 10% 3 96% < 2
n→ e+π− 19% 2 44% 0.8

The key signature for p → K+ν is the presence of an isolated charged kaon (which would also
be monochromatic for the case of free protons, with p =340 MeV). Unlike the case of p → e+π0,
where the maximum detection efficiency is limited to 40–45% because of inelastic intranuclear
scattering of the π0, the kaon in p → K+ν emerges intact (because the kaon momentum is below
threshold for inelastic reactions) from the nuclear environment of the decaying proton ∼ 97% of
the time. Nuclear effects come into play in other ways, however: the kaon momentum is smeared
by the proton’s Fermi motion and shifted downward by re-scattering [188]. The kaon emerging
from this process is below Cherenkov threshold, therefore a water detector would need to detect
it after it stops, via its decay products. Not all K decay modes are reconstructable, however, and
even for those that are, insufficient information exists to determine the initial K momentum. Still,
water detectors can reconstruct significant hadronic channels such as K+ → π+π0 decay, and the
6−MeV gamma from de-excitation of O16 provides an added signature to help with the K+ →
µ+ν channel. The overall detection efficiency in SK [40] thus approaches 20%.

In LArTPC detectors, the K+ can be tracked, its momentum measured by range, and its identity
positively resolved via detailed analysis of its energy-loss profile. Additionally, all decay modes
can be cleanly reconstructed and identified, including those with neutrinos, since the decaying
proton is essentially at rest. With this level of detail, it is possible for a single event to provide
overwhelming evidence for the appearance of an isolated kaon of the right momentum originating
from a point within the fiducial volume. The strength of this signature is clear from cosmogenic-
induced kaons observed by the ICARUS Collaboration in the cosmic-ray (CR) test run of half of
the T600 detector, performed at a surface installation in Pavia [189] and in high-energy neutrino
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interactions with the full T600 in the recent CNGS (CERN Neutrinos to Gran Sasso) run [190].
Figure 5.1 shows a sample event from the CNGS run in which the kaon is observed as a progres-
sively heavily-ionizing track that crosses into the active liquid argon volume, stops, and decays to
µν, producing a muon track that also stops and decays such that the Michel-electron track is also
visible. The 3D reconstruction of the event is shown in Figure 5.2.
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Figure 5.1: Event display for a decaying kaon candidate K → µνµ µ → eνeνµ in the ICARUS T600
detector observed in the CNGS data (K: 90 cm, 325 MeV; µ : 54 cm, 147 MeV; e : 13 cm, 27 MeV). The
top figure shows the signal on the collection plane, and the bottom figure shows the signal on the second
induction plane [190].
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Figure 5.2: 3D reconstruction of the decaying kaon event observed in the ICARUS T600 detector and shown
in Figure 5.1.

If it can be demonstrated that background processes mimicking this signature can be rejected at
the appropriate level, a single p→ K+ν candidate could constitute evidence for proton decay.

5.3 Background Levels and Rejection Capabilities

This section discusses the key background processes and their signatures, focusing on the p →
K+ν channel as the benchmark mode∗. The two potential sources of background are cosmic-ray
muons and atmospheric neutrinos, described separately below.

5.3.1 Cosmic-Ray Muon Backgrounds

Cosmic-ray (CR) muons contribute background signals when they penetrate the detector. Hence,
the self-shielding feature of the LArTPC and the depth of the site are important assets for control-
ling the rate of signals that can mimic a proton decay event. Additionally, the energy deposition
associated with spallation products is well below the hundreds-of-MeV range for depositions from
proton decay final-state particles.

The most pernicious CR-muon background in liquid argon for proton decay with kaon final states

∗Much of this discussion applies equally well to other nucleon decay modes involving charged or neutral kaons.
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thus comes from particular pathological processes. Specifically, CR muons that produce kaons
via photonuclear interactions in the rock near the detector or in the liquid argon itself but outside
the active volume are capable of producing signatures that mimic p → K+ν and other modes
with kaons. CR-induced kaon backgrounds as a function of depth have been studied for liquid
argon [187,191,192].

In particular, at the 4,850-ft level, the vertical rock overburden will be approximately 4-km water
equivalent, at which depth the muon rate through a 34−kt LArTPC will be approximately 0.1 s−1.
This is low enough that a veto on the detection of a muon in the liquid argon volume can be
applied with negligible loss of live-time. Specifically, assuming a maximum drift time of 2 ms,
the probability of a muon passing through the detector in time with any candidate event (i.e., a
candidate for proton decay or other signal of interest) will be 2× 10−4. Thus, any candidate event
that coincides in time with a large energy deposition from a muon or muon-induced cascade can be
rejected with a negligible signal efficiency loss of 0.02%. Only background from events associated
with CR muons in which the muon itself does not cross the active region of the detector remain to
be considered.

One class of such backgrounds involves production of a charged kaon outside the active volume,
which then enters the active region. Assuming unambiguous determination of the drift time (via
the scintillation-photon detection system and other cues such as detailed analysis of the dE/dx
profile of the kaon candidate), it will be possible to identify and reject such entering kaons with
high efficiency. It should be noted that, through studies of CR muons that interact within the active
volume of the detector, backgrounds of this type can be well characterized with data from the
detector itself.

A potentially less tractable background for the decay mode p+ → K+ν occurs when a neutral
particle (e.g., a K0

L) originating in a muon-induced cascade outside the detector propagates into
the detector volume and undergoes a charge-exchange reaction in the fiducial volume. To further
understand the possible rate for this background at LBNE, simulations of CR muons and their sec-
ondaries at depth have been run. The rate of positive kaons produced inside the 34−kt detector by
a neutral particle entering from outside (and with no muon inside) has been found to be 0.9 events
per year before any other selection criteria are applied. Further studies included the following ad-
ditional selection criteria:

1. No muon is in the detector active volume.

2. The K+ candidate is produced inside the liquid argon active volume at a distance from the
wall greater than 10 cm.

3. The energy deposition from the K+ and its descendants (excluding decay products) is less
than 150 MeV.
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4. The total energy deposition from the K+, its descendants and decay products is less than
1 GeV.

5. Energy deposition from other particles in the muon-induced cascade (i.e., excluding the en-
ergy deposition from the positive kaon, its descendants and decay products) is less than
100 MeV.

No event survived the additional selection criteria, resulting in an upper bound on the rate of
this type of background event of 0.07 events per year in a 34−kt LArTPC, equivalent to two
events per Mt · year. A key factor contributing to the rejection of CR backgrounds to this level
is that although a large number of K+’s generated by cosmic rays deposit an energy similar to
that expected from proton decay, the energy depositions from K+’s are not the only ones recorded
for these events. Other particles from the CR-muon interaction tend also to enter the detector and
deposit additional visible energy, making the rejection of background events simpler than would
be expected assuming only the appearance of a kaon in the detector.

In addition to the impact of an active veto system for detectors at various depths, the studies of [187]
also consider impacts of progressively restrictive fiducial volume cuts. Together, these and the
above studies demonstrate that proton decay searches in the LBNE LArTPC at the 4,850-ft level
can be made immune to CR-muon backgrounds, without the requirement of an external active
veto system. To the extent that there are uncertainties on the rate of kaon production in CR-muon
interactions, one has flexibility to suppress background from this source further by application of
modest fiducial volume cuts.

5.3.2 Background from Atmospheric-Neutrino Interactions

Unlike the case of CR-muon backgrounds, the contamination of a nucleon decay candidate set
due to interactions of atmospheric neutrinos cannot be directly controlled by changing the depth
or fiducial volume definition of the LBNE detector. Furthermore the atmospheric-neutrino flux is
naturally concentrated around the energy range relevant for proton decay. In the analysis of [187],
a single simulated neutral-current (NC) event survived the requirement of having an isolated single
kaon with no additional tracks or π0’s, and total deposited energy below 800 MeV. This event is
responsible for the estimated background rate of 1.0 per Mt · year.

While this rate is acceptable for LBNE, it is natural to ask to what extent simulations are capable
of providing reliable estimates for such rare processes. What if the actual rate for single-kaon
atmospheric-neutrino events is higher by a factor of ten or more? Is that even conceivable? To set
the scale, it is useful to recall that the atmospheric-neutrino sample size in LBNE is expected to be
of order 105 per Mt · year of exposure (Table 4.11). Hence, “rare-but-not-negligible” in this context
denotes a process that occurs at a level of no less than 10−6.
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Super–Kamiokande has given considerable attention to atmospheric-neutrino backgrounds in its
nucleon decay searches (e.g., [193]). In the SK analyses, data obtained with relaxed cuts have been
studied to validate the atmospheric-neutrino flux and interaction models employed. Consequently,
the atmospheric-neutrino backgrounds for nucleon decay searches are well established at the level
required for the water Cherenkov detector approach to this physics.

For the case of LBNE, however, with a different detector technology, and with a goal of being suffi-
ciently background-free to enable a discovery based on observation of a single candidate event, one
would like to go further to understand at a detailed level what the rates for the specific background
processes are. The first question to ask is what are the physical processes that could produce the
exact signature of a p→ K+ν event? Some possibilities are discussed below.

Strange particle production in ∆S = 0 processes: An identified source of background events
for SK [193] involves associated production of a pair of strange hadrons, nominally in the strong
decay of a nucleonic resonance excited via an inelastic NC neutrino-nucleon interaction. This could
be in the form of a kaon accompanying a Λ baryon. Again, conservation of strangeness holds that
the baryon cannot be absorbed, and thus a weak decay of the strange quark is guaranteed. For
water Cherenkov detectors the strange baryon is produced with a small enough momentum that
its decay products are typically below Cherenkov threshold. For a liquid argon detector, these fi-
nal state particles should be detectable, leaving distinctive signatures that can be reconstructed.
Thus in principle, this source of background can be suppressed with appropriate event reconstruc-
tion and analysis tools. To understand this prospect in quantitative terms, the range of kinematic
distributions are currently under investigation.

It is possible to imagine yet more contrived scenarios, for example where the meson produced is
a K0

L that escapes detection, while a charged kaon (K− in this case) results from the decay of
an excited Λ or Σ baryon produced in association. However, one would expect such processes to
be even more rare than those described above. Thus if the rates for (say) the K+Λ production
channel described above can be constrained as being sufficiently small, it can be argued that the
more contrived scenarios can be ignored.

Strange particle production in ∆S = 1 processes: A potentially challenging source of back-
ground is production of a single charged kaon (in this case a K−) in a ∆S = 1 process. In the sim-
plest case, one could think of it as the Cabibbo-suppressed version of single π production in a CC
antineutrino interaction. In contrast to the ∆S = 0 processes described above, no strange baryon is
produced in association, and so there are no other hadrons to detect. (Similarly, one could imagine
the kaon originating in the decay of a strange baryon resonance produced in a Cabibbo-suppressed
neutrino interaction, accompanied by a neutron that goes undetected.) On the other hand, such
processes can only occur in CC interactions, and thus a charged lepton will accompany the kaon.
This therefore constitutes a background only for cases where the charged lepton is missed, which
should be rare. The combination of probabilities associated with (1) Cabibbo-suppression, (2) sin-
gle hadron production, and (3) circumstances causing the charged lepton to be missed, lead to an
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overall suppression of this source of background. Thus it should be possible to rule it out as a
source of concern for LBNE on the basis of these features alone.

Misidentification of pions in atmospheric neutrino events: While misidentification of leading
pions as kaons in atmospheric-neutrino scattering events is a potential problem, it can be argued
that the rate for such misidentification events can be controlled. Key signatures for the kaon are
found in the distinctive residual-range dependence of its energy deposition near the end of its tra-
jectory (nominally 14 cm) as well as in the explicit reconstruction of its decay products. Similarly,
tails in the measurement of dE/dx would be a concern if they led a pion track to mimic a kaon,
however the momentum (30 MeV) and hence range of the muon produced in the decay of a stop-
ping pion would not match that of the corresponding muon (236 MeV) in a K+ → µ+ν decay.
Thus, it should be possible to control this background experimentally.
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Figure 5.3: Measurements of dE/dx versus residual range for signals associated with the kaon track in
Figure 5.1 (cyan points) and the decay muon (magenta points). Overlaid are the expected dE/dx profiles
for the two particle identities [190].

One variant of this background source occurs for the case where the pion decays in flight. Two
experimental handles on this background can be immediately identified. First is the deviation from
the expected dE/dx profile for a kaon, which will be more dramatic than in the case of the stopping
pion. Second is the correlation of the direction of the decay muon with that of the pion, which is
absent in the decay of a particle at rest. Assessment of the cumulative impact of event rejection
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based on these features is under study. However, the decaying kaon observed in the ICARUS
CNGS run displayed in Figure 5.1 can be used to give a sense of the π/K discrimination possible
in a LArTPC via dE/dx. In Figure 5.3, the measurements of dE/dx versus residual range for the
anode wires registering signals from the kaon and muon tracks in this event are plotted against the
expected dE/dx profiles [190]. The data from the kaon track (cyan points) agree very well with the
expected dE/dx profile (blue curve) and are quite distinguishable from the expected pion profile
(dashed curve).

Event reconstruction pathologies: While consideration of rare event topologies in atmospheric-
neutrino interactions is important, it will be equally important to understand ways in which more
typical events might be misreconstructed so as to mimic nucleon decay processes. For example, a
quasi-elastic νµ-CC interaction will produce a muon and a recoil proton from a common vertex.
However, it may be possible to interpret the vertex as the kink associated with the decay of a
stopping kaon, where the proton track is confused with a kaon traveling in the opposite direction.
Tools are still under development to be able to understand the degree to which this possibility poses
a potential background. Naively, the dE/dx profile of the proton as a function of residual range will
not match the time-reversed version of this for a kaon, and distributions of kinematic quantities will
be distinct. Additionally, such a background will only affect the portion of the p→ K+ν analysis
focused on K+ → µ+ν; other K+ decays will be immune to this pathology.

The point of this example is to illustrate that although the exquisite performance characteristics of
the LArTPC technique enables unambiguous identification of nucleon decay signatures, an exten-
sive program of detailed analysis will be required to fully exploit these capabilities.

Conclusions on atmospheric-neutrino backgrounds: The above examples suggest that it will
be possible to demonstrate the desired level of suppression of atmospheric-neutrino background
without undue reliance on simulations via a combination of arguments based on existing experi-
mental data (from SK proton decay searches, as well as data from various sources on exclusive and
inclusive neutrino-interaction processes that yield rare topologies), physics considerations, and de-
tailed analysis of anticipated detector response. For the latter, ongoing LBNE event-reconstruction
efforts will play a role with simulated atmospheric-neutrino samples. Additionally, useful input
is expected to come in over the short/intermediate term from analyses of LArTPC data from Ar-
goNeuT, MicroBooNE and the proposed LArIAT. Finally, while the state of neutrino flux and
interaction models is already quite advanced, vigorous theoretical work is ongoing to improve
these further, exploiting existing data from neutrino and electron-scattering experiments. In par-
ticular, kaon production in neutrino interactions in relevant energy ranges is receiving renewed
attention [194].
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5.4 Summary of Expected Sensitivity to Key Nucleon De-
cay Modes

Based on the expected signal efficiency and the upper limit on the background rates estimated in
Section 5.3, the expected limit on the proton lifetime as a function of running time in LBNE for
p→ K+ν is shown in Figure 5.4.

Figure 5.4: Proton decay lifetime limit for p → K+ν as a function of time for underground LArTPCs of
fiducial masses 10, 34 and 100 kt. For comparison, the current limit from SK is also shown. The limits are at
90% C.L., calculated for a Poisson process including background, assuming that the detected events equal
the expected background.

Figure 5.4 demonstrates that to improve the current limits on the p → νK+, set by Super–
Kamiokande, significantly beyond that experiment’s sensitivity, a LArTPC detector of at
least 10 kt, installed deep underground, is needed. A 34−kt detector will improve the current
limits by an order of magnitude after running for two decades. Clearly a larger detector mass
would improve the limits even more in that span of time.

While the background rates are thought to be no higher than those assumed in generating the above
sensitivity projections, it is possible to estimate the impact of higher rates. For p→ K+ν, Table 5.2
shows a comparison of the 90% CL lower bounds on proton lifetime for an exposure of 340 kt · year
assuming the nominal 1.0 per Mt · year background rate with the corresponding bounds for a rate
that is ten times higher, as well as for a fully background-free experiment. While a factor of ten
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increase in the background would hurt the sensitivity, useful limits can still be obtained. As stated
above, however, there is good reason to believe such a case is highly unlikely.

Table 5.2: The impact of different assumed background rates on the expected 90% CL lower bound for the
partial proton lifetime for the p→ K+ν channel, for a 34−kt detector operating for ten years. The expected
background rate is one event per Mt · year. Systematic uncertainties are not included in these evaluations.

Background Rate Expected Partial Lifetime Limit
0 events/Mt · year 3.8× 1034 years
1 events/Mt · year 3.3× 1034 years
10 events/Mt · year 2.0× 1034 years

Sensitivities have been computed for some of the other decay channels listed in Table 5.1. The
limits that could be obtained from an LBNE 34−kt detector in ten years of running as compared
to other proposed future experiments and theoretical expectations are shown in Figure 5.5.
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Figure 5.5: Proton decay lifetime limits that can be achieved by the LBNE 34−kt detector compared to
other proposed future experiments. The limits are at 90% C.L., calculated for a Poisson process including
background, assuming that the detected events equal the expected background.

The Long-Baseline Neutrino Experiment



Chapter
6

Core-Collapse
Supernova Neutrinos

Neutrinos emitted in the first few seconds of a core-collapse supernova carry with them
the potential for great insight into the mechanisms behind some of the most spectacular
events that have played key roles in the evolution of the Universe. Collection and analysis
of this high-statistics neutrino signal from a supernova within our galaxy would provide a
rare opportunity to witness the energy and flavor development of the burst as a function of
time. This would in turn shed light on the astrophysics of the collapse as well as on neutrino
properties.

6.1 The Neutrino Signal and Astrophysical Phenomena

A core-collapse supernova∗ occurs when a massive star reaches the end of its life, and stellar
burning can no longer support the star’s weight. This catastrophic collapse results in a compact
remnant such as a neutron star, or possibly a black hole, depending on the mass of the progenitor.
The infall is followed by a bounce when sufficiently high core density is reached, and in some
unknown (but nonzero) fraction of cases, the shock wave formed after the bounce results in a
bright explosion [195]. The explosion energy represents only a small fraction of the enormous
total gravitational binding energy of the resulting compact remnant, however — thanks to the
neutrinos’ weak coupling, which allows them to escape — within a few tens of seconds almost all
of the energy is emitted in the form of neutrinos in the tens-of-MeV range. In spite of their weak
coupling, the neutrinos are copious enough to (very likely) play a significant role in the explosion.

Neutrinos from the celebrated SN1987A core collapse [103,104] in the Large Magellanic Cloud
outside the Milky Way were observed; however, the statistics were sparse and a great many ques-
tions remain. A high-statistics observation of a neutrino burst from a nearby supernova would be
possible with the current generation of detectors. Such an observation would shed light on the na-
ture of the astrophysical event, as well as on the nature of neutrinos themselves. Sensitivity to the
different flavor components of the flux is highly desirable.

The core-collapse neutrino signal starts with a short, sharp neutronization burst primarily com-
posed of νe (originating from p + e− → n + νe, as protons and electrons get squeezed together),
and is followed by an accretion phase lasting some hundreds of milliseconds, as matter falls onto
the collapsed core. The later cooling phase over∼10 seconds represents the main part of the signal,
over which the proto-neutron star sheds its gravitational binding energy. The neutrino flavor con-

∗Supernova always refers to a core-collapse supernova in this chapter unless stated otherwise.
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tent and spectra change throughout these phases, and the supernova’s temperature evolution can be
followed with the neutrino signal. Some fairly generic supernova signal features are illustrated in
Figure 6.1, based on [196] and reproduced from [197].

Figure 6.1: Expected core-collapse neutrino signal from the Basel model [196], for a 10.8 M� progenitor.
The left plots show the very early signal, including the neutronization burst; the middle plots show the
accretion phase, and the right plots show the cooling phase. Luminosities as a function of time are shown
across the top plots. The bottom plots show average energy as a function of time for the νe, νe and νµ,τ
flavor components of the flux (fluxes for νµ, νµ, ντ , and ντ should be identical). Figure courtesy of [197].

The supernova-neutrino spectrum at a given moment in time is expected to be well described by a
parameterization [198,199] given by:

φ(Eν) = N
(
Eν
〈Eν〉

)α
exp

[
− (α + 1) Eν

〈Eν〉

]
, (6.1)

where Eν is the neutrino energy, 〈Eν〉 is the mean neutrino energy, α is a pinching parameter,
and N is a normalization constant. Large α corresponds to a more pinched spectrum (suppressed
high-energy tail). This parameterization is referred to as a pinched-thermal form. The different νe,
νe and νx, x = µ, τ flavors are expected to have different average energy and α parameters and to
evolve differently in time.

A wide variety of astrophysical phenomena affect the flavor-energy-time evolution of the spec-
trum, including neutrino oscillation effects that are determined by the mass hierarchy (MH) and
collective effects due to neutrino-neutrino interactions. A voluminous literature exists exploring
these collective phenomena, e.g., [200,201,202,203,204,205,206,207,208].
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A number of astrophysical phenomena associated with supernovae are expected to be ob-
servable in the supernova-neutrino signal, providing a remarkable window into the event,
for example:

◦ The initial burst, primarily composed of νe and called the neutronization or breakout
burst, represents only a small component of the total signal. However, oscillation
effects can manifest in an observable manner in this burst, and flavor transformations
can be modified by the halo of neutrinos generated in the supernova envelope by
scattering [209].

◦ The formation of a black hole would cause a sharp signal cutoff (e.g., [210,211]).

◦ Shock wave effects (e.g., [212]) would cause a time-dependent change in flavor and
spectral composition as the shock wave propagates.

◦ The standing accretion shock instability (SASI) [213,214], a sloshing mode predicted
by 3D neutrino-hydrodynamics simulations of supernova cores, would give an oscil-
latory flavor-dependent modulation of the flux.

◦ Turbulence effects [215,216] would also cause flavor-dependent spectral modification
as a function of time.

This list is far from comprehensive. Furthermore, signatures of collective effects and signatures that
depend on the MH will make an impact on many of the above signals (examples will be presented
in Section 6.2). Certain phenomena are even postulated to indicate beyond-the-Standard-Model
physics [217] such as axions, extra dimensions and an anomalous neutrino magnetic moment;
non-observation of these effects, conversely, would enable constraints on these phenomena.

The supernova-neutrino burst signal is prompt with respect to the electromagnetic signal and
therefore can be exploited to provide an early warning to astronomers [116,117]. Additionally,
a LArTPC signal [218] is expected to provide some pointing information, primarily from elastic
scattering on electrons.

Even non-observation of a burst, or non-observation of a νe component of a burst in the presence
of supernovae (or other astrophysical events) observed in electromagnetic or gravitational wave
channels, would still provide valuable information about the nature of the sources. Moreover, a
long-timescale, sensitive search yielding no bursts will also provide limits on the rate of core-
collapse supernovae.
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6.2 Expected Signal and Detection in Liquid Argon
As discussed in Section 2.4, liquid argon is known to exhibit a singular sensitivity to the νe com-
ponent of a supernova-neutrino burst. This feature is especially important, as it will make LBNE a
unique source in the global effort to combine data from a variety of detectors with different flavor
sensitivities to obtain a complete picture of the physics of the burst.
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Figure 6.2: Cross sections for supernova-relevant interactions in argon.

The predicted event rate from a supernova-neutrino burst may be calculated by folding expected
neutrino differential energy spectra in with cross sections for the relevant channels, and with detec-
tor response. For event rate estimates in liquid argon, a detection threshold of 5 MeV is assumed.
The photon-detection system of the LBNE far detector, coupled with charge collection and simple
pattern recognition, is expected to provide a highly efficient trigger. Most LBNE supernova physics
sensitivity studies so far have been done using parameterized detector responses from [139] im-
plemented in the SNOwGLoBES software package [219]. SNOwGLoBES takes as input fluxes,
cross sections (Figure 6.2), smearing matrices (that incorporate both interaction product spectra
and detector response) and post-smearing efficiencies. The energy resolution used is

σ

E (MeV) = 11%√
E MeV

+ 2% (6.2)

Work is currently underway using the full Geant4 simulation [132] framework and the LArSoft
software package [220] to characterize low-energy response for realistic LBNE detector config-
urations. Preliminary studies of the detector response with the full simulation are summarized in
Section A.1.2 and are found to be consistent with the parameterized response implemented in
SNOwGLoBES.
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Table 6.1 shows rates calculated with SNOwGLoBES for the dominant interactions in argon for
the Livermore model [221], and the GKVM model [222]. Figure 6.3 shows the expected observed
differential event spectra for these fluxes. Clearly, the νe flavor dominates.

Table 6.1: Event rates for different supernova models in 34 kt of liquid argon for a core collapse at 10 kpc,
for νe and νe charged-current channels and elastic scattering (ES) on electrons. Event rates will simply scale
by active detector mass and inverse square of supernova distance.

Channel Events Events
Livermore model GKVM model

νe +40 Ar→ e− +40 K∗ 2308 2848
νe +40 Ar→ e+ +40 Cl∗ 194 134
νx + e− → νx + e− 296 178

Total 2794 3160
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Figure 6.3: Supernova-neutrino event rates in 34 kt of argon for a core collapse at 10 kpc, for the GKVM
model [222] (events per 0.5 MeV), showing three relevant interaction channels. Left: interaction rates as a
function of true neutrino energy. Right: smeared rates as a function of detected energy, assuming resolution
from [139].

Figure 6.4 gives another example of an expected burst signal, for which a calculation with detailed
time dependence of the spectra is available [223] out to nine seconds post-bounce. This model
has relatively low luminosity but a robust neutronization burst. Note that the relative fraction of
neutronization-burst events is quite high.

In Figure 6.5, different oscillation hypotheses have been applied to Duan fluxes [208]. The Duan
flux represents only a single late time slice of the supernova-neutrino burst and not the full flux;
MH information will be encoded in the time evolution of the signal, as well. The figure illustrates,
if only anecdotally, potential MH signatures.
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Figure 6.4: Expected time-dependent signal for a specific flux model for an electron-capture super-
nova [223] at 10 kpc. The top plot shows the luminosity, the second plot shows average neutrino energy,
and the third plot shows the α (pinching) parameter. The fourth (bottom) plot shows the total number of
events (mostly νe) expected in 34 kt of liquid argon, calculated using SNoWGLoBES. Note the logarithmic
binning in time; the plot shows the number of events expected in the given bin and the error bars are statisti-
cal. The vertical dashed line at 0.02 seconds indicates the time of core bounce, and the vertical lines indicate
different eras in the supernova evolution. The leftmost time interval indicates the infall period. The next
interval, from core bounce to 50 ms, is the neutronization burst era, in which the flux is composed primarily
of νe. The next period, from 50 to 200 ms, is the accretion period. The final era, from 0.2 to 9 seconds, is
the proto-neutron-star cooling period.

Another potential MH signature is shown in Figure 6.6, for which a clear time-dependent shock-
wave-related feature is visible for the normal MH case.

Figure 6.7 shows yet another example of a preliminary study showing how one might track super-
nova temperature as a function of time with the νe signal in liquid argon. Here, a fit is made to the
pinched-thermal form of Equation 6.1. Not only can the internal temperature of the supernova be
effectively measured, but the time evolution is observably different for the different hierarchies.
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Figure 6.5: Comparison of total event rates for normal and inverted MH, for a specific flux example, for
a 100−kt water Cherenkov detector (left) and for a 34−kt LArTPC (right) configuration, in events per
0.5 MeV. There are distinctive features in liquid argon for different neutrino mass hierarchies for this super-
nova model [224].
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Figure 6.6: Observed νe spectra in 34 kt of liquid argon for a 10-kpc core collapse, representing about one
second of integration time each at one-second intervals during the supernova cooling phase. The dashed
line represents the best fit to a parameterized pinched-thermal spectrum. Clear non-thermal features in the
spectrum that change with time are visible, on the left at around 20 MeV and on the right at around 35 MeV.
Error bars are statistical. These features are present only for the normal MH.
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Figure 6.7: Average νe energy from fit to SNOwGLoBES-smeared, pinched-thermal spectrum as a function
of time (34 kt at 10 kpc), for a flux model based on [225] and including collective oscillations, for two
different MH assumptions. The bands represent 1σ error bars from the fit. The solid black line is the truth
〈Eν〉 for the unoscillated spectrum. Clearly, meaningful information can be gleaned by tracking νe spectra
as a function of time.

6.3 Low-Energy Backgrounds

6.3.1 Cosmic Rays

Due to their low energy, supernova-neutrino events are subject to background from cosmic rays, al-
though the nature of the signal — a short-timescale burst — is such that the background from these
muons and their associated Michel electrons can in principle be well known, easily distinguished
and subtracted. Preliminary studies [226] suggest that the shielding provided by the 4,850−ft depth
available at the Sanford Underground Research Facility is acceptable.

6.3.2 Local Radiation Sources

It is possible that radioactive decays will directly overlap with the energy spectrum created by
supernova-neutrino events in LBNE. It is also possible for an ensemble of radioactive-decay events
in and around higher-energy particle interactions (e.g., from beam neutrinos) to obscure the edges
of electromagnetic showers from highly scattering particles such as electrons and pions; this would
appear as the radiological equivalent of dark noise in a digital image, and could potentially intro-
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duce a systematic uncertainty in the energy calculated for events, even at much higher energy
than the decays themselves. It is therefore very important to calculate the radioactive-decay back-
grounds in the LBNE far detector with sufficient accuracy to properly account for their presence,
either as direct backgrounds or as systematic effects in energy calculations. To this end, LBNE
collaborators are in the process of creating a physics-driven, radioactive-background budget and
associated event generator for low-energy background events in the far detector.

The radioactive-background budget will have many components, each of which will fall into one
of two categories:

1. intrinsic radioactive contamination in the argon or support materials, or

2. cosmogenic radioactivity produced in situ from cosmic-ray showers interacting with the ar-
gon or the support materials.

The former is dependent on the detector materials, and is therefore independent of far detector
depth. The latter is strongly coupled to the cosmic-ray flux and spectrum. A preliminary esti-
mate [227] of the cosmogenic radioactivity from beta emitters produced from cosmic-ray inter-
actions with argon in the LBNE far detector at the 4,850 ft level of the Sanford Underground
Research Facility is shown in Figure 6.8. Both of these background categories add to the direct
energy depositions from cosmic rays themselves and associated showers.
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Figure 6.8: Cosmogenic background rates in the LBNE LArTPC as a function of the decay beta kinetic
energy calculated at the 4,850−ft level of the Sanford Underground Research Facility.
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6.3.3 Intrinsic Radioactive Background Mitigation

Intrinsic backgrounds in the far detector come from the radioactive material that is prevalent in the
detector materials (both active and instrumentation/support materials and the cryostat itself), in the
cavern walls and in the dust [228]. The isotopes of primary interest are “the usual suspects” in ex-
periments where radioactive backgrounds must be controlled: 232Th and 238U (and their associated
decay chains), 40K, and 60Co. In addition, 39Ar will contribute a significant component, since it is
present in natural argon harvested from the atmosphere at the level of approximately 1 Bq/kg. In
consequence, a 10−kt far detector filled with nat.Ar will experience a rate from 39Ar of approxi-
mately 10 MHz across the whole detector. The beta decay spectrum from 39Ar is thankfully quite
low in energy (Qβ = 0.565 MeV), so it will not interfere directly with the supernova signal, but it
may contribute to the dark noise effect. Furthermore, the product of the average beta energy with
this rate indicates the level at which the background due to introduction of power into the detector
becomes a problem. This radioactive power from 39Ar is approximately:

PRad ∼ 0.25 MeV× 10 MHz = 2.5× 106 MeV/s. (6.3)

Because this category of background can come from the cavern walls, the concrete cavern lining,
the cryostat materials or the materials that compose the submersed instrumentation, it is important
to know which type of radioactive decay is produced by each isotope as well as the total energy
it releases. For instance, an alpha decay from an isotope in the U or Th decay chain will deposit
its full energy into the detector if it occurs in the active region of the detector, but will deposit no
energy if it occurs inside of some macroscopically thick piece of support material because of its
very short range (.1 µm) in most solids. This requires different accounting for energy depositions
from intrinsic radioactive contamination measured in different locations (or groups of locations).
This is clearly a tractable problem, but one which must be handled with care and forethought.

Since a large body of work has been compiled on the control of radiological background in pre-
vious experiments that have encountered similar conditions, much of the work in this area will
be cited from these experiments (e.g., DARKSIDE [229], EXO [230], ICARUS, BOREXINO,
KamLAND and Super–Kamiokande). Work remains, however, on understanding the background
particular to the LBNE far detector location/depth (e.g., radon levels and dust activity, for instance),
and on integrating existing and new work into the LBNE simulation, reconstruction and analysis
framework.
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6.4 Summary of Core-Collapse Supernova Sensitivities

LBNE, with its high-resolution LArTPC far detector, is uniquely sensitive to the νe compo-
nent of the neutrino flux from a core-collapse supernova within our galaxy. The νe compo-
nent of the neutrino flux dominates the initial neutronization burst of the supernova. Prelim-
inary studies indicate that such a supernova at a distance of 10 kpc would produce ∼3,000
events in a 34−kt LArTPC. The time dependence of the signal will allow differentiation
between different neutrino-driven core-collapse dynamical models, and will exhibit a dis-
cernible dependence on the neutrino mass hierarchy.

A low energy threshold of ∼ 5 MeV will enable the detector to extract the rich information
available from the νe supernova flux. LBNE’s photon detection system is being designed to
provide a high-efficiency trigger for supernova events. Careful design and quality control
of the detector materials will minimize low-energy background from radiological contami-
nants.
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Chapter
7

Precision Measurements with a
High-Intensity Neutrino Beam

The LBNE near neutrino detector provides scientific value beyond its essential role of cal-
ibrating beam and neutrino interaction properties for the long-baseline physics program
described in Chapter 4. By virtue of the theoretically clean, purely weak leptonic processes
involved, neutrino beams have historically served as unique probes for new physics in their
interactions with matter. The high intensity and broad energy range of the LBNE beam will
open the door for a highly capable near detector to perform its own diverse program of
incisive investigations.

The reduction of systematic uncertainties for the neutrino oscillation program requires excellent
resolution in the reconstruction of neutrino events. Combined with the unprecedented neutrino
fluxes available — which will allow the collection of O(108) inclusive neutrino charged current
(CC) interactions for 1022 protons-on-target (POT) just downstream of the beamline — the near
detector (ND) will significantly enhance the LBNE long-baseline oscillation program and produce
a range of short-baseline neutrino scattering physics measurements. The combined statistics and
resolution expected in the ND will allow precise tests of fundamental interactions resulting in a
better understanding of the structure of matter.

Table 7.1 lists the expected number of beam-neutrino interactions per ton of detector at the LBNE
ND site, located 459 m downstream from the target.

This chapter presents a short description of some of the studies that can be performed with LBNE’s
fine-grained near neutrino detector and gives a flavor of the outstanding physics potential. A more
detailed and complete discussion of the ND physics potential can be found in [129].

Appendix B describes neutrino scattering kinematics and includes definitions of the kinematic
variables used in this chapter.

7.1 Precision Measurements with Long-Baseline Oscilla-
tions

From the studies of uncertainties and the impact of the spectral shape presented in Section 4.3.2, it
is evident that to fully realize the goals of the full LBNE scientific program — in particular, sen-
sitivity to CP violation and the precision measurement of the three-flavor oscillation parameters
— it is necessary to characterize the expected unoscillated neutrino flux with high precision. In
addition to the precise determination of the neutrino flux, shape and flavor composition, the char-
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Table 7.1: Estimated interaction rates in the neutrino (second column) and antineutrino (third column)
beams per ton of detector (water) for 1× 1020 POT at 459 m assuming neutrino cross-section predictions
from NUANCE [231] and a 120−GeV proton beam using the CDR reference design. Processes are defined
at the initial neutrino interaction vertex and thus do not include final-state effects. These estimates do not
include detector efficiencies or acceptance [232,233].

Production mode νµ Events νµ Events
CC QE (νµn→ µ−p) 50,100 26,300
NC elastic (νµN → νµN ) 18,800 8,980
CC resonant π+ (νµN → µ−Nπ+) 67,800 0
CC resonant π− (νµN → µ+Nπ−) 0 20,760
CC resonant π0 (νµn→ µ− pπ0) 16,200 6,700
NC resonant π0 (νµN → νµN π0) 16,300 7,130
NC resonant π+ (νµp→ νµ nπ

+) 6,930 3,200
NC resonant π− (νµn→ νµ pπ

−) 5,980 2,570
CC DIS (νµN → µ−X or νµN → µ+X ,W > 2) 66,800 13,470
NC DIS (νµN → νµX or νµN → νµX ,W > 2) 24,100 5,560
NC coherent π0 (νµA→ νµAπ

0 or νµA→ νµAπ
0 ) 2,040 1,530

CC coherent π+ (νµA→ µ−Aπ+) 3,920 0
CC coherent π− (νµA→ µ+Aπ−) 0 2,900
NC resonant radiative decay (N∗ → Nγ) 110 50
NC elastic electron (νµe− → νµe

− or νµe− → νµe
−) 30 17

Inverse Muon Decay (νµe→ µ−νe) 12 0
Other 42,600 15,800

Total CC (rounded) 236,000 81,000
Total NC+CC (rounded) 322,000 115,000

acterization of different neutrino interactions and interaction cross sections on a liquid argon target
is necessary to estimate physics backgrounds to the oscillation measurements. The high-resolution
near tracking detector described in Section 3.5 can measure the unoscillated flux normalization,
shape and flavor to a few percent using systematically independent techniques that are discussed
in the following sections.

7.1.1 Determination of the Relative Neutrino and Antineutrino Flux

The most promising method of determining the shape of the νµ and νµ flux is by measuring CC
events with low hadronic-energy deposition (low-ν) where ν is the total energy of the hadrons that
are produced after a neutrino interaction, Eν − Eµ. It is important to note that not all the hadrons
escape the remnant nucleus, and intranuclear effects will smear the visible energy of the hadronic
system. A method of relative flux determination known as low-ν0 — where ν0 is a given value
of visible hadronic energy in the interaction that is selected to minimize the fraction of the total
interaction energy carried by the hadronic system — is well developed [234]. The method follows
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from the general expression of the ν-nucleon differential cross section:

N (ν < ν0) ' CΦ(Eν)ν0

[
A+

(
ν0

Eν

)
B +

(
ν0

Eν

)2
C +O

(
ν0

Eν

)3
]
, (7.1)

where the coefficients areA = F2,B = (F2±F3)/2, C = (F2∓F3)/6, andFi =
∫ 1

0
∫ ν0
0 Fi(x)dxdν

is the integral of structure function Fi(x). The dynamics of neutrino-nucleon scattering implies that
the number of events in a given energy bin with hadronic energy Ehad < ν0 is proportional to the
(anti)neutrino flux in that energy bin up to corrections O(ν0/Eν) and O(ν0/Eν)2. The number
N (ν < ν0) is therefore proportional to the flux up to correction factors of the order O(ν0/Eν) or
smaller, which are not significant for small values of ν0 at energies ≥ ν0. The coefficients A, B
and C are determined for each energy bin and neutrino flavor within the ND data.

LBNE’s primary interest is the relative flux determination, i.e., the neutrino flux in one energy
bin relative to that in another; variations in the coefficients do not affect the relative flux. The
prescription for the relative flux determination is simple: count the number of neutrino CC events
below a certain small value of hadronic energy (ν0). The observed number of events, up to the
correction of the orderO(ν0/Eν) due to the finite ν0 in each total visible energy bin, is proportional
to the relative flux. The smaller the factor ν0/Eν is, the smaller is the correction. Furthermore, the
energy of events passing the low-ν0 cut is dominated by the corresponding lepton energy.

It is apparent from the above discussion that this method of relative flux determination is not very
sensitive to nucleon structure, QCD corrections or types of neutrino interactions such as scaling or
nonscaling. With the excellent granularity and resolution foreseen in the low-density magnetized
tracker, it will be possible to use a value of ν0 ∼0.5 GeV or lower, thus allowing flux predictions
down toEν ∼0.5 GeV. A preliminary analysis with the high-resolution tracker achieved a precision
≤ 2% on the relative νµ flux with the low-ν0 method in the energy region 1 ≤ Eν ≤ 30 GeV in
the fit with ν0 < 0.5 GeV. Similar uncertainties are expected for the νµ component (the dominant
one) in the antineutrino beam mode (negative focusing).

7.1.2 Determination of the Flavor Content of the Beam: νµ, νµ, νe, νe

The empirical parameterization of the pion and kaon neutrino parents produced from the proton
target, determined from the low-ν0 flux at the ND, allows prediction of the νµ and νµ flux at the
far detector location. This parameterization provides a measure of the π+/K+/µ+(π−/K−/µ−)
distributions of neutrino parents of the beam observed in the ND. Additionally, with the capability
to identify νe CC interactions, it is possible to directly extract the elusive K0

L content of the beam.
Therefore, an accurate measurement of the νµ, νµ and νe CC interactions provides a prediction of
the νe content of the beam, which is an irreducible background for the νe appearance search in the
far detector:
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νe ≡ µ+(π+ → νµ)⊕K+(K+ → νµ)⊕K0
L (7.2)

νe ≡ µ−(π− → νµ)⊕K−(K− → νµ)⊕K0
L (7.3)

The µ component is well constrained from νµ(νµ) CC data at low energy, while theK± component
is only partially constrained by the νµ(νµ) CC data at high energy and requires external hadro-
production measurements ofK±/π± ratios at low energy from hadro-production experiments such
as MIPP [235] and NA61 [162]. Finally, the K0

L component can be constrained by the νe CC data
and by external dedicated measurements at hadron-production experiments. In the energy range
1(5) ≤ Eν ≤ 5(15) GeV, the approximate relative contributions to the νe spectrum are 85% (55%)
from µ+, 10% (30%) from K+ and 3% (15%) from K0

L.

Based on the NOMAD experience, a precision of ≤ 0.1% on the flux ratio νe/νµ is expected at
high energies. Taking into account the projected precision of the νµ flux discussed in Section 7.1.1,
this translates into an absolute prediction for the νe flux at the level of 2%.

Finally, the fine-grained ND can directly identify νe CC interactions from the LBNE beam. The
relevance of this measurement is twofold:

1. It provides an independent validation for the flux predictions obtained from the low-ν0

method.

2. It can further constrain the uncertainty on the knowledge of the absolute νe flux.

7.1.3 Constraining the Unoscillated ν Spectral Shape with the QE Interaction

In any long-baseline neutrino oscillation program, including LBNE, the quasi-elastic (QE) interac-
tions are special. First, the QE cross section is substantial at lower energies [236]. Second, because
of the simple topology (a µ− and a proton), the visible interaction energy provides, to first order, a
close approximation to the neutrino energy (Eν). In the context of a fine-grained tracker, a precise
measurement of QE will impose direct constraints on nuclear effects related to both the primary and
final-state interaction (FSI) dynamics (Section 7.6), which can affect the overall neutrino energy
scale and, thus, the entire oscillation program. To this end, the key to reconstructing a high-quality
sample of νµ QE interactions is the two-track topology where both final-state particles are visible:
µ− and p. A high-resolution ND can efficiently identify the recoil proton and measure its momen-
tum vector as well as dE/dx. Preliminary studies indicate that in a fine-grained tracking detector
the efficiency (purity) for the proton reconstruction in QE events is 52% (82%). A comparison
between the neutrino energy reconstructed from the muon momentum through the QE kinematics
(assuming a free target nucleon) with the visible neutrino energy measured as the sum of µ and p
energies is sensitive to both nuclear effects and FSI. Furthermore, comparing the two-track sample
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(µ and p) with the single-track sample (in which only µ is reconstructed) empirically constrains
the rate of FSI.

7.1.4 Low-Energy Absolute Flux: Neutrino-Electron NC Scattering

Neutrino neutral current (NC) interaction with the atomic electron in the target, νµe− → νµe
−,

provides an elegant measure of the absolute flux. The total cross section for NC elastic scattering
off electrons is given by [237]:

σ(νle→ νle) =
G2
µmeEν

2π

[
1− 4 sin2 θW + 16

3 sin4 θW

]
, (7.4)

σ(νle→ νle) =
G2
µmeEν

2π

[1
3 −

4
3 sin2 θW + 16

3 sin4 θW

]
, (7.5)

where θW is the weak mixing angle (WMA). For the currently known value of sin2 θW ' 0.23,
the above cross sections are very small: ∼ 10−42(Eν/GeV) cm2. The NC elastic scattering off
electrons can be used to determine the absolute flux normalization since the cross section only
depends on the knowledge of sin2 θW . Within the Standard Model, the value of sin2 θW at the
average momentum transfer expected at LBNE, Q ∼ 0.07 GeV, can be extrapolated down from
the LEP/SLC∗ measurements with a precision of≤ 1%. The νµe− → νµe

− will produce a single e−

collinear with the ν-beam (≤ 40 mrad). The background, dominated by the asymmetric conversion
of a photon in an ordinary ν-nucleon NC event, will produce e− and e+ in equal measure with much
broader angular distribution. A preliminary analysis of the expected elastic scattering signal in the
high-resolution tracking ND shows that the scattering signal can be selected with an efficiency
of about 60% with a small background contaminant. The measurement will be dominated by the
statistical error. The determination of the absolute flux of the LBNE neutrinos is estimated to reach
a precision of ' 2.5% for Eν ≤ 10 GeV. The measurement of NC elastic scattering off electrons
can only provide the integral of all neutrino flavors.

7.1.5 High-Energy Absolute Flux: Neutrino-Electron CC Scattering

The νµ-e− CC interaction, νµ + e− → µ− + νe (inverse muon decay or IMD), offers an elegant
way to determine the absolute flux. Given the energy threshold needed for this process, IMD re-
quires Eν ≥ 10.8 GeV. The high-resolution ND in the LBNE neutrino beam will observe ≥ 2,000
IMD events in three years. The reconstruction efficiency of the single, energetic forward µ− will
be ≥ 98%; the angular resolution of the IMD µ is ≤ 1 mrad. The background, primarily from the
νµ-QE interactions, can be precisely constrained using control samples. In particular, the system-
atic limitations of the CCFR ([238,239]) and the CHARM-II [240] IMD measurements can be
∗LEP was the Large Electron-Positron Collider at CERN that operated from 1989 to 2000 and provided a detailed
study of the electroweak interaction.
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substantially alleviated in LBNE with the proposed ND design. A preliminary analysis indicates
that the absolute flux can be determined with an accuracy of ≈ 3% for Eν ≥ 11 GeV (average
Eν ≈25 GeV).

7.1.6 Low-Energy Absolute Flux: QE in Water and Heavy-Water Targets

Another independent method to extract the absolute flux is through the QE-CC scattering (νµn(p)→
µ−p(n)) on deuterium at low Q2. Neglecting terms in (mµ/Mn)2 at Q2 = 0, the QE cross section
is independent of neutrino energy for (2EνMn)1/2 > mµ:

dσ

dQ2 | Q
2 = 0 |=

G2
µ cos2 θc

2π
[
F 2

1 (0) +G2
A(0)

]
= 2.08× 10−38 cm2GeV−2, (7.6)

which is determined by neutron β decay and has a theoretical uncertainty < 1%. The flux can be
extracted experimentally by measuring lowQ2 QE interactions (≤ 0.05 GeV) and extrapolating the
result to the limit ofQ2 = 0. The measurement requires a deuterium (or hydrogen for antineutrino)
target to minimize the smearing due to Fermi motion and other nuclear effects. This requirement
can only be achieved by using both H2O and D2O targets embedded in the fine-grained tracker
and extracting the events produced in deuterium by statistical subtraction of the larger oxygen
component. The experimental resolution on the muon and proton momentum and angle is crucial.
Dominant uncertainties of the method are related to the extrapolation to Q2 = 0, to the theoret-
ical cross section on deuterium, to the experimental resolution and to the statistical subtraction.
Sensitivity studies and the experimental requirements are under study.

7.1.7 Neutral Pions, Photons and π± in NC and CC Events

The principal background to the νe and νe appearance comes from the NC events where a photon
from the π0 decay produces a signature similar to that produced by νe-induced electron; the second
source of background is due to π0’s from νµ CC where the µ− evades identification — typically at
high yBj . Since the energy spectra of NC and CC interactions are different, it is critical for the ND
to measure π0’s in NC and CC interactions in the full kinematic phase space.

The proposed ND is designed to measure π0’s with high accuracy in three topologies:

1. Both photons convert in the tracker ('25%).

2. One photon converts in the tracker and the other in the calorimeter ('50%).

3. Both photons convert in the calorimeter; the first two topologies afford the best resolution
because the tracker provides precise γ-direction measurement.
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The π0 reconstruction efficiency in the proposed fine-grained tracker is expected to be ≥75% if
photons that reach the ECAL are included. By contrasting the π0 mass in the tracker versus in the
calorimeter, the relative efficiencies of photon reconstruction will be well constrained.

Finally, the π± track momentum and dE/dx information will be measured by the tracker. An in
situ determination of the charged pions in the νµ/νµ CC events — with µID and without µID
— and in the ν NC events is crucial to constrain the systematic error associated with the νµ( νµ)
disappearance, especially at low Eν .

7.1.8 Signal and Background Predictions for the Far Detector

In order to achieve reliable predictions for signal and backgrounds in the far detector, near detec-
tor measurements — including (anti)neutrino fluxes, nuclear cross sections and detector smearing
— must be unfolded and extrapolated to the far detector location. The geometry of the beam and
detectors (point source versus extended source) as well as the expected neutrino oscillations imply
differences in the (anti)neutrino fluxes in the near and far detectors. These differences, in turn, will
result in increased sensitivity of the long-baseline analysis to cross-section uncertainties, in partic-
ular between neutrinos and antineutrinos and for exclusive background topologies. Furthermore,
the much higher event rates at the near site and the smaller detector size (i.e., reduced containment)
make it virtually impossible to achieve identical measurement conditions in both the near and far
detectors. However, as discussed in Sections 7.1.1 to 7.1.7, the energy, angular and space reso-
lution of the low-density ND are key factors in reducing the systematic uncertainties achievable
on the event predictions for the far detector; the ND can offer a precise in situ measurement of
the absolute flux of all flavor components of the beam, νµ, νe, ν̄µ, ν̄e, resulting in constraints on the
parent π±/K±/µ± distributions. In addition, measurements of momenta and energies of final-state
particles produced in (anti)neutrino interactions will allow a detailed study of exclusive topologies
affecting the signal and background rates in the far detector. All of these measurements will be used
to cross-check and fine-tune the simulation programs needed for the actual extrapolation from the
near to the far detector.

It is important to note that several of these techniques have already been used and proven to work
in neutrino experiments such as MINOS [155] and NOMAD [156,157,241]. The higher segmen-
tation and resolution in the LBNE ND with respect to past experiments will increase the available
information about the (anti)neutrino event topologies, allowing further reduction of systematic un-
certainties both in the ND measurements and in the Monte Carlo extrapolation.

For a more detailed discussion of the impact of ND measurements on the long-baseline oscillation
analysis see Section 4.3.2.
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7.2 Electroweak Precision Measurements

Neutrinos and antineutrinos are the most effective probes for investigating electroweak
physics. Interest in a precise determination of the weak mixing angle (sin2 θW ) at LBNE
energies via neutrino scattering is twofold: (1) it provides a direct measurement of neutrino
couplings to the Z boson and (2) it probes a different scale of momentum transfer than LEP
did by virtue of not being at the Z boson mass peak.

The weak mixing angle can be extracted experimentally from three main NC physics processes:

1. deep inelastic scattering off quarks inside nucleons: νN → νX

2. elastic scattering off electrons: νe− → νe−

3. elastic scattering off protons: νp→ νp

Figure 7.1 shows the Feynman diagrams corresponding to the three processes.

ν ν

q, q q, q

Z0

ν ν

e− e−

Z0

ν ν

N N

Z0

Figure 7.1: Feynman diagrams for the three main neutral current processes that can be used to extract
sin2 θW with the LBNE near detector. From left, deep inelastic scattering off quarks, elastic scattering off
electrons and elastic scattering off nucleons.

7.2.1 Deep Inelastic Scattering

The most precise measurement of sin2 θW in neutrino deep inelastic scattering (DIS) comes from
the NuTeV experiment, which reported a value that is 3σ from the Standard Model [242]. The
LBNE ND can perform a similar analysis in the DIS channel by measuring the ratio of NC and CC
interactions induced by neutrinos:

Rν ≡ σνNC
σνCC

' ρ2
(1

2 − sin2 θW + 5
9 (1 + r) sin4 θW

)
. (7.7)

Here ρ is the relative coupling strength of the neutral-to-charged current interactions (ρ = 1 at tree-
level in the Standard Model) and r is the ratio of antineutrino to neutrino cross section (r ∼ 0.5).
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The absolute sensitivity of Rν to sin2 θW is 0.7, which implies that a measurement of Rν to 1%
precision would in turn provide a 1.4% precision on sin2 θW . This technique was used by the
CDHS [243], CHARM [244] and CCFR [245] experiments. In contrast to the NuTeV experiment,
the antineutrino interactions cannot be used for this analysis at LBNE due to the large number of
νµ DIS interactions in the νµ beam compared to the νµ DIS interactions.

The measurement of sin2 θW from DIS interactions can only be performed with a low-density
magnetized tracker since an accurate reconstruction of the NC event kinematics and of the ν CC
interactions are crucial for keeping the systematic uncertainties on the event selection under con-
trol. The analysis selects events in the ND after imposing a cut on the visible hadronic energy of
Ehad > 5 GeV (the CHARM analysis had Ehad > 4 GeV). With an exposure of 5 × 1021 POT in
the 120−GeV beam using the CDR reference design, about 7.7 × 106 CC events and 2.4 × 106

NC events are expected, giving a statistical precision of 0.074% on Rν and 0.1% on sin2 θW (Ta-
ble 7.2).

The use of a low-density magnetized tracker can substantially reduce systematic uncertainties com-
pared to a massive calorimeter. Table 7.2 shows a comparison of the different uncertainties on the
measured Rν between NuTeV and LBNE. While NuTeV measured both Rν and Rν , the largest
experimental uncertainty in the measurement of Rν is related to the subtraction of the νe CC con-
tamination from the NC sample. Since the low-density tracker at LBNE can efficiently reconstruct
the electron tracks, the νe CC interactions can be identified on an event-by-event basis, reducing
the corresponding uncertainty to a negligible level. Similarly, uncertainties related to the location
of the interaction vertex, noise, counter efficiency and so on are removed by the higher resolution
and by changing the analysis selection. The experimental selection at LBNE will be dominated
by two uncertainties: the knowledge of the νµ flux and the kinematic selection of NC interactions.
The former is relevant due to the larger NC/CC ratio for antineutrinos. The total experimental
systematic uncertainty on sin2 θW is expected to be about 0.14%.

The measurement ofRν will be dominated by theoretical systematic uncertainties on the structure
functions of the target nucleons. The estimate of these uncertainties for LBNE is based upon the
extensive work performed for the NOMAD analysis and includes a Next-to-Next-Leading-Order
(NNLO) QCD calculation of structure functions (NLO for charm production) [246,247,248], par-
ton distribution functions (PDFs) extracted from dedicated low-Q global fits, high-twist contribu-
tions [246], electroweak corrections [249] and nuclear corrections [250,251,252]. The charm quark
production in CC, which has been the dominant source of uncertainty in all past determinations
of sin2 θW from νN DIS, is reduced to about 4% of the total νµ CC DIS for Ehad > 5 GeV with
the low-energy beam spectrum at LBNE. This number translates into a systematic uncertainty of
0.14% on Rν (Table 7.2), assuming the current knowledge of the charm production cross section.
It is worth noting that the recent measurement of charm dimuon production by the NOMAD ex-
periment allowed a reduction of the uncertainty on the strange sea distribution to ∼ 3% and on the
charm quark mass mc to ∼ 75 MeV [241]. The lower neutrino energies available at LBNE reduce
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Table 7.2: Comparison of uncertainties on the Rν measurement between NuTeV and LBNE with a 5 t
fiducial mass after an exposure of 5 × 1021 POT (5 year) with the CDR reference 120−GeV beam. The
corresponding relative uncertainties on sin2 θW must be multiplied by a factor of 1.4, giving for LBNE a
projected overall precision of 0.35%.

Source of uncertainty δRν/Rν Comments
NuTeV LBNE

Data statistics 0.00176 0.00074
Monte Carlo statistics 0.00015
Total Statistics 0.00176 0.00074

νe, νe flux (∼ 1.7%) 0.00064 0.00010 e−/e+ identification
Energy measurement 0.00038 0.00040
Shower length model 0.00054 n.a.
Counter efficiency, noise 0.00036 n.a.
Interaction vertex 0.00056 n.a.
νµ flux n.a. 0.00070 Large ν̄ contamination
Kinematic selection n.a. 0.00060 Kinematic identification of NC
Experimental systematics 0.00112 0.00102

d,s→c, s-sea 0.00227 0.00140 Based on existing knowledge
Charm sea 0.00013 n.a.
r = σν/σν 0.00018 n.a.
Radiative corrections 0.00013 0.00013
Non-isoscalar target 0.00010 N.A.
Higher twists 0.00031 0.00070 Lower Q2 values
RL (F2, FT , xF3) 0.00115 0.00140 Lower Q2 values
Nuclear correction 0.00020
Model systematics 0.00258 0.00212

Total 0.00332 0.00247

the accessible Q2 values with respect to NuTeV, increasing in turn the effect of non-perturbative
contributions (high twists) and RL. The corresponding uncertainties are reduced by the recent
studies of low-Q structure functions and by improved modeling with respect to the NuTeV anal-
ysis (NNLO vs. LO). The total model systematic uncertainty on sin2 θW is expected to be about
0.21% with the reference beam configuration. The corresponding total uncertainty on the value of
sin2 θW extracted from νN DIS is 0.35%.

Most of the model uncertainties will be constrained by dedicated in situ measurements using the
large CC samples and employing improvements in theory that will have evolved over the course
of the experiment. The low-density tracker will collect about 350,000 neutrino-induced inclusive
charm events in a five-year run with the 120−GeV 1.2−MW beam. The precise reconstruction of
charged tracks will allow measurement of exclusive decay modes of charmed hadrons (e.g., D∗+)
and measurement of charm fragmentation and production parameters. The average semileptonic
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branching ratioBµ is of order 5% with the low-energy LBNE beam, and the low-density ND will be
able to reconstruct both the µµ and µe decay channels. Currently, the most precise sample of 15,400
dimuon events has been collected by the NOMAD experiment. Finally, precision measurements of
CC structure functions in the LBNE ND would further reduce the uncertainties on PDFs and on
high-twist contributions.

The precision that can be achieved from νN DIS interactions is limited by both the event rates
and the energy spectrum of the standard beam configuration. The high-statistics beam exposure
with the low-energy default beam-running configuration (described in Chapter 3) combined with a
dedicated run with the high-energy beam option would increase the statistics by more than a factor
of ten. This major step forward would not only reduce the statistical uncertainty to a negligible
level, but would provide large control samples and precision auxiliary measurements to reduce
the systematic uncertainties on structure functions. The two dominant systematic uncertainties,
charm production in CC interactions and low Q2 structure functions, are essentially defined by
the available data at present. Overall, the use of a high-energy beam with upgraded intensity can
potentially improve the precision achievable on sin2 θW from νN DIS to better than 0.2%.

7.2.2 Elastic Scattering

A second independent measurement of sin2 θW can be obtained from NC νµe elastic scattering.
This channel has lower systematic uncertainties since it does not depend on knowledge of the
structure of nuclei, but it has limited statistics due to its very low cross section. The value of
sin2 θW can be extracted from the ratio of interactions [237] as follows:

Rνe(Q2) ≡ σ(νµe→ νµe)
σ(νµe→ νµe)

(Q2) ' 1− 4 sin2 θW + 16 sin4 θW
3− 12 sin2 θW + 16 sin4 θW

, (7.8)

in which systematic uncertainties related to the selection and the electron identification cancel out.
The absolute sensitivity of this ratio to sin2 θW is 1.79, which implies that a measurement of Rνe

to 1% precision would provide a measurement of sin2 θW to 0.65% precision.

The best measurement of NC elastic scattering off electrons was performed by CHARM II, which
observed 2677±82 ν and 2752±88 ν events [253]. The CHARM II analysis was characterized by
a sizable uncertainty related to the extrapolation of the background into the signal region.

The event selection for NC elastic scattering is described in Section 7.1.4. Since the NC elastic
scattering off electrons is also used for the absolute flux normalization, the WMA analysis can be
performed only with the low-density, magnetized tracker in conjunction with a large liquid argon
detector. In the case of the flux normalization measurement, the total reconstructed statistics is
limited to about 4,500 (2,800) ν(ν̄) events. These numbers do not allow a competitive determi-
nation of sin2 θW by using the magnetized tracker alone. However, a 100−t liquid argon detector
in the ND would be expected to collect about 90,000 (60,000) reconstructed ν(ν) events with the
standard beam, and an additional factor of two with an upgraded 2.3−MW beam.
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A combined analysis of both detectors can achieve the optimal sensitivity: the fine-grained tracker
is used to reduce systematic uncertainties (measurement of backgrounds and calibration), while
the liquid argon detector provides the statistics required for a competitive measurement. Overall,
the use of the complementary liquid argon detector can provide a statistical accuracy on sin2 θW
of about 0.3%. However, the extraction of the WMA is dominated by the systematic uncertainty
on the νµ/νµ flux ratio in Equation (7.8). This uncertainty has been evaluated with the low-ν0

method for the flux extraction and a systematic uncertainty of about 1% was obtained on the ratio
of the νµ/νµ flux integrals. An improved precision on this quantity could be achieved from a
measurement of the ratios π−/π+ and ρ−/ρ+ from coherent production in the fine-grained tracker.
Due to the excellent angular and momentum resolution and to large cancellations of systematic
uncertainties, preliminary studies indicate that an overall precision of about 0.3% can be achieved
on the νµ/νµ flux ratio using coherent production.
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Figure 7.2: Expected sensitivity to the measurement of sin2 θW from the LBNE ND with the reference
1.2−MW beam and an exposure of 5 × 1021 POT with a neutrino beam (five years) and 5 × 1021 POT
with an antineutrino beam (five years). The curve shows the Standard Model prediction as a function of the
momentum scale [254]. Previous measurements from Atomic Parity Violation [255,256], Moeller scattering
(E158 [257]), ν DIS (NuTeV [242]) and the combined Z pole measurements (LEP/SLC) [256] are also
shown for comparison. The use of a high-energy beam tune can reduce the LBNE uncertainties by almost a
factor of two.

Together, the DIS and the NC elastic scattering channels involve substantially different scales of
momentum transfer, providing a tool to test the running of sin2 θW in a single experiment. To
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this end, the study of NC elastic scattering off protons can provide additional information since
it occurs at a momentum scale that is intermediate between the two other processes. Figure 7.2
summarizes the target sensitivity from the LBNE ND, compared with existing measurements as a
function of the momentum scale.

In the near future, another precision measurement of sin2 θW is expected from the Qweak experi-
ment [258] at Jefferson Laboratory. From the measurement of parity-violating asymmetry in elastic
electron-proton scattering, the Qweak experiment should achieve a precision of 0.3% on sin2 θW at
Q2 = 0.026 GeV2. It should be noted that the Qweak measurement is complementary to those from
neutrino scattering given the different scale of momentum transfer and the fact that neutrino mea-
surements are the only direct probe of the Z coupling to neutrinos. With the 12−GeV upgrade of
Jefferson Laboratory, the Qweak experiment [259] could potentially reach precisions on the order
of 0.2-0.1 %.

7.3 Observation of the Nucleon’s Strangeness Content

The strange-quark content of the proton and its contribution to the proton spin remain enig-
matic [260]. The question is whether the strange quarks contribute substantially to the vector
and axial-vector currents of the nucleon. A large observed value of the strange-quark con-
tribution to the nucleon spin (axial current), ∆s, would enhance our understanding of the
proton structure.

The spin structure of the nucleon also affects the couplings of axions and supersymmetric
particles to dark matter.

7.3.1 Strange Form Factors of Nucleons

The strange quark vector elastic form factors† of the nucleon have been measured to high precision
in parity-violating electron scattering (PVES) at Jefferson Lab, Mainz and elsewhere. A recent
global analysis [261] of PVES data finds a strange magnetic moment µs = 0.37 ± 0.79 (in units
of the nucleon magneton), so that the strange quark contribution to proton magnetic moment is
less than 10%. For the strange electric charge radius parameter, ρs, one finds a very small value,
ρs = −0.03 ± 0.63 GeV−2, consistent with zero. Both results are consistent with theoretical
expectations based on lattice QCD and phenomenology [262].

†Nucleon form factors describe the scattering amplitudes off different partons in a nucleon. They are usually given as
a function of Q2 the momentum transfer to the nucleon from the scattering lepton (since the structure of the nucleon
looks different depending on the energy of the probe).
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In contrast, the strange axial vector form factors are poorly determined. A global study of PVES
data [261] finds G̃N

A (Q2) = g̃NA (1 +Q2/M2
A)2, where MA = 1.026 GeV is the axial dipole mass,

with the effective proton and neutron axial charges g̃pA = −0.80± 1.68 and g̃nA = 1.65± 2.62.

The strange quark axial form factor at Q2 = 0 is related to the spin carried by strange quarks, ∆s.
Currently the world data on the spin-dependent g1 structure function constrain ∆s to be ≈ −0.055
at a scale Q2 = 1 GeV2, with a significant fraction coming from the region x < 0.001.

An independent extraction of ∆s, which does not rely on the difficult measurements of the g1 struc-
ture function at very small values of the Bjorken variable x, can be obtained from (anti)neutrino NC
elastic scattering off protons (Figure 7.3). Indeed, this process provides the most direct measure-
ment of ∆s. The differential cross section for NC-elastic and CC-QE scattering of (anti)neutrinos
from protons can be written as:

dσ

dQ2 =
G2
µ

2π
Q2

E2
ν

(
A±BW + CW 2

)
; W = 4Eν/Mp −Q2/M2

p , (7.9)

where the positive (negative) sign is for neutrino (antineutrino) scattering and the coefficientsA,B,
and C contain the vector and axial form factors as follows:

A = 1
4
[
G2

1 (1 + τ)−
(
F 2

1 − τF 2
2

)
(1− τ) + 4τF1F2

]
B = −1

4G1 (F1 + F2)

C = 1
16
M2

p

Q2

(
G2

1 + F 2
1 + τF 2

2

)

The axial-vector form factor, G1, for NC scattering can be written as the sum of the known axial
form factor GA plus a strange form factor Gs

A:

G1 =
[
−GA

2 + Gs
A

2

]
, (7.10)

while the NC vector form factors can be written as:

F1,2 =
[(1

2 − sin2 θW

) (
F p

1,2 − F n
1,2

)
− sin2 θW

(
F p

1,2 + F n
1,2

)
− 1

2F
s
1,2

]
, (7.11)

where F p(n)
1 is the Dirac form factor of the proton (neutron), F p(n)

2 is the corresponding Pauli form
factor, and F s

1,2 are the strange-vector form factors. These latter form factors are expected to be
small from the PVES measurements summarized above. In the limit Q2 → 0, the differential cross
section is proportional to the square of the axial-vector form factor dσ/dQ2 ∝ G2

1 and Gs
A → ∆s.

The value of ∆s can therefore be extracted experimentally by extrapolating the NC differential
cross section to Q2 = 0.
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7.3.2 Extraction of the Strange Form Factors

Previous neutrino scattering experiments have been limited by the statistics and by the systematic
uncertainties on background subtraction. One of the earliest measurements available comes from
the analysis of 951 NC νp and 776 NC νp collected by the experiment BNL E734 [263,264,265].
There are also more recent results with high statistics from MiniBooNE where a measurement of
∆s was carried out using neutrino NC elastic scattering with 94,531 νN events [266]. The Mini-
BooNE measurement was limited by the inability to distinguish the proton and neutron from νN

scattering. The LBNE neutrino beam will be sufficiently intense that a measurement of NC elastic
scattering on protons in the fine-grained ND can provide a definitive statement on the contribution
of the strange sea to either the axial or vector form factor.

Systematic uncertainties can be reduced by measuring the NC/CC ratios for both neutrinos and
antineutrinos as a function of Q2:

Rνp(Q2) ≡ σ(νµp→ νµp)
σ(νµn→ µ−p)(Q2); Rνp(Q2) ≡ σ(νµp→ νµp)

σ(νµp→ µ+n)(Q2), (7.12)

Figure 7.3 shows the absolute sensitivity of both ratios to ∆s for different values of Q2. The
sensitivity for Q2 ∼ 0.25 GeV2 is about 1.2 for neutrinos and 1.9 for antineutrinos, which implies
that a measurement of Rνp and Rνp of 1% precision would enable the extraction of ∆s with an
uncertainty of 0.8% and 0.5%, respectively.
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Figure 7.3: Sensitivity (magnitude) of the ratios Rνp (solid) and Rνp (dashed) to a variation of the strange
contribution to the spin of the nucleon, ∆s, as a function of Q2. Values greater than one imply that the
relative uncertainty on ∆s is smaller than that of the corresponding ratio (see text).
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The design of the tracker includes several different nuclear targets. Therefore, most of the neutrino
scattering is from nucleons embedded in a nucleus, requiring nuclear effects to be taken into ac-
count. Fortunately, in the ratio of NC/CC, the nuclear corrections are expected to largely cancel
out. The ∆s analysis requires a good proton reconstruction efficiency as well as high resolution on
both the proton angle and energy. To this end, the low-density tracker can increase the range of the
protons inside the ND, allowing the reconstruction of proton tracks down toQ2 ∼ 0.07 GeV2. This
capability will reduce the uncertainties in the extrapolation of the form factors to the limit Q2 → 0.

Table 7.3 summarizes the expected proton range for the low-density (ρ ∼ 0.1 g cm−3) straw-tube
tracker (STT) in the ND tracking detector design described in Section 3.5. About 2.0(1.2) × 106

νp(νp) events are expected after the selection cuts in the low-density tracker, yielding a statistical
precision on the order of 0.1%.

Table 7.3: Expected proton range for the low-density (ρ ∼0.1 g cm−3) tracker. The first column gives the
proton kinetic energy and the last column the proton momentum. The Q2 value producing Tp is calculated
assuming the struck nucleon is initially at rest.

Tp Q2 Range STT Pp
MeV GeV2/c2 cm GeV/c
20 0.038 4.2 0.195
40 0.075 14.5 0.277
60 0.113 30.3 0.341
80 0.150 50.8 0.395
100 0.188 75.7 0.445

The determination of ∆s in the STT utilizes analysis techniques performed by the FINeSSE Col-
laboration [267] and used by the SciBooNE experiment. In particular, based on the latter, LBNE
expects a purity of about 50%, with background contributions of 20% from neutrons produced
outside of the detector, 10% νn events and 10% NC pion backgrounds. The dominant system-
atic uncertainty will be related to the background subtraction. The low-energy beam spectrum
at LBNE provides the best sensitivity for this measurement since the external background from
neutron-induced proton recoils will be reduced by the strongly suppressed high-energy tail. The
low-density magnetized tracker is expected to increase the purity by reducing the neutron back-
ground and the NC pion background. The outside neutron background, it should be noted, can be
determined using the n → p + π− process in the STT. The sensitivity analysis is still in progress,
however LBNE is confident of achieving a precision on ∆s of about 0.02–0.03.
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7.4 Nucleon Structure and QCD Studies

Precision measurements of (anti)neutrino differential cross sections in the LBNE near de-
tector will provide additional constraints on several key nucleon structure functions that are
complementary to results from electron scattering experiments.

In addition, these measurements would directly improve LBNE’s oscillation measurements
by providing accurate simulation of neutrino interactions in the far detector and offer an
estimate of all background processes that are dependent upon the angular distribution of
the outgoing particles in the far detector. Furthermore, certain QCD analyses — i.e., global
fits used for extraction of parton distribution functions (PDFs) via the differential cross sec-
tions measured in ND data — would constrain the systematic error in precision electroweak
measurements. This would apply not only in neutrino physics but also in hadron collider
measurements.

7.4.1 Determination of the F3 Structure Function and GLS Sum Rule

For quantitative studies of inclusive deep-inelastic lepton-nucleon scattering, it is vital to have
precise measurements of the F3 structure functions as input into global PDF fits. Because it depends
on weak axial quark charges, the F3 structure function can only be measured with neutrino and
antineutrino beams and is unique in its ability to differentiate between the quark and antiquark
content of the nucleon. On a proton target, for instance, the neutrino and antineutrino F3 structure
functions (at leading order in αs) are given by

xF νp
3 (x) = 2x (d(x)− u(x) + s(x) + · · · ) , (7.13)

xF νp
3 (x) = 2x

(
u(x)− d(x)− s(x) + · · ·

)
, (7.14)

xF νn
3 (x) = 2x

(
u(x)− d(x) + s(x) + · · ·

)
, (7.15)

xF νn
3 (x) = 2x (d(x)− u(x)− s(x) + · · · ) . (7.16)

where uv = u− ū and dv = d− d̄ are the valence sea quark distributions. Under the assumption of
a symmetric strange sea, i.e., s(x) = s̄(x), the above expressions show that a measurement of the
average xF3 = (xF νN

3 + xF ν̄N
3 )/2 for neutrino and antineutrino interactions on isoscalar targets

provides a direct determination of the valence quark distributions in the proton. This measurement
is complementary to the measurement of Drell-Yan production at colliders, which is essentially
proportional to the sea quark distributions.

The Long-Baseline Neutrino Experiment



180 7 Precision Measurements with a High-Intensity Neutrino Beam

The first step in the structure function analysis is the measurement of the differential cross section:

1
Eν

dσ2

dxdQ2 = N(x,Q2, Eν)
N(Eν)

σtot/Eν
dxdQ2 (7.17)

where N(x,Q2, Eν) is the number of events in each (x,Q2, Eν) bin and N(Eν) is the number of
events in eachEν bin integrated over x andQ2. The average xF3 structure function can be extracted
by taking the difference between neutrino and antineutrino differential cross sections:

1
Eν

d2σν

dxdQ2 −
1
Eν

d2σν̄

dxdQ2 = 2
[
y
(

1− y

2

)
y

Q2

]
xF3 (7.18)

where xF3 denotes the sum for neutrino and antineutrino interactions.

The determination of the xF3 structure functions will, in turn, allow a precision measurement of
the Gross-Llewellyn-Smith (GLS) QCD sum rule:

SGLS(Q2) = 1
2

∫ 1

0

1
x

[
xF νN

3 + xF ν̄N
3

]
dx

= 3
1− αs(Q2)

π
− a(nf )

(
αs(Q2)
π

)2

− b(nf )
(
αs(Q2)
π

)3
+ ∆HT (7.19)

where αs is the strong coupling constant, nf is the number of quark flavors, a and b are known
functions of nf , and the quantity ∆HT represents higher-twist contributions. The equation above
can be inverted to determine αs(Q2) from the GLS sum rule. The most precise determination of
the GLS sum rule was obtained by the CCFR experiment on an iron target [268] SGLS(Q2 =
3 GeV 2) = 2.50 ± 0.018 ± 0.078. The high-resolution ND combined with the unprecedented
statistics would substantially reduce the systematic uncertainty on the low-x extrapolation of the
xF3 structure functions entering the GLS integral. In addition, the presence of different nuclear
targets, as well as the availability of a target with free protons will allow investigation of isovector
and nuclear corrections, and adding a tool to test isospin (charge) symmetry (Section 7.5).

7.4.2 Determination of the Longitudinal Structure Function FL(x,Q2)

The structure function FL is directly related to the gluon distribution G(x,Q2) of the nucleon, as
can be seen from the Altarelli-Martinelli relation:

FL(x,Q2) = αs(Q2)
π

4
3

∫ 1

x

dy

y

(
x

y

)2

F2(x,Q2) + nf

∫ 1

x

dy

y

(
x

y

)2 (
1− x

y

)
G(y,Q2)

 (7.20)

where nf is the number of parton flavors. In the leading order approximation the longitudinal struc-
ture function FL is zero, while at higher orders a nonzero FL(x,Q2) is originated as a consequence
of the violation of the Callan-Gross relation:

FL(x,Q2) =
(

1 + 4M2x2

Q2

)
F2(x,Q2)− 2xF1(x,Q2) (7.21)
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where 2xF1 = FT is the transverse structure function. A measurement of R = FL/FT is therefore
both a test of perturbative QCD at large x and a clean probe of the gluon density at small x
where the quark contribution is small. A poor knowledge of R, especially at small x, results in
uncertainties in the structure functions extracted from deep inelastic scattering cross sections, and
in turn, in electroweak measurements. It is instructive to compare the low-Q2 behavior of R for
charged-lepton versus neutrino scattering. In both cases CVC implies that FT ∝ Q2 as Q2 → 0.
However, while FL ∝ Q4 for the electromagnetic current, for the weak current FL is dominated
by the finite PCAC (partial conservation of the axial current) contribution [251]. The behavior
of R at Q2 � 1 GeV2 is therefore very different for charged-lepton and neutrino scattering. A
new precision measurement of the Q2 dependence of R with (anti)neutrino data would also clarify
the size of the high-twist contributions to FL and R, which reflect the strength of multi-parton
correlations (qq and qg).

The ratio of longitudinal to transverse structure functions can be measured from the y dependence
of the deep inelastic scattering data. Fits to the following function:

F (x,Q2, ε) = π(1− ε)
y2G2

FMEν

[
d2σν

dxdy
+ d2σν̄

dxdy

]
= 2xF1(x,Q2)

[
1 + εR(x,Q2)

]
(7.22)

have been used by CCFR and NuTeV to determine R = σL/σT . In this equation ε ' 2(1−y)/(1+
(1 − y)2) is the polarization of the virtual W boson. This equation assumes xF ν

3 = xF ν̄
3 , and a

correction must be applied if this is not the case. The values of R are extracted from linear fits to
F versus ε at fixed x and Q2 bins.

7.4.3 Determination of F n
2 and the d/u Ratio of Quark Distribution Functions

Because of the larger electric charge on the u quark than on the d, the electromagnetic proton F2

structure function data provide strong constraints on the u-quark distribution, but are relatively
insensitive to the d-quark distribution. To constrain the d-quark distribution a precise knowledge
of the corresponding F n

2 structure functions of free neutrons is required, which in current prac-
tice is extracted from inclusive deuterium F2 data. At large values of x (x > 0.5) the nuclear
corrections in deuterium become large and, more importantly, strongly model-dependent, leading
to large uncertainties on the resulting d-quark distribution. Using the isospin relation F ν̄p

2 = F νn
2

and F νp
2 = F ν̄n

2 it is possible to obtain a direct determination of F νn
2 and F ν̄n

2 with neutrino and
antineutrino scattering off a target with free protons. This determination is free from model uncer-
tainties related to nuclear targets. The extraction of F νn

2 and F ν̄n
2 will allow a precise extraction on

the d-quark distribution at large x. Existing neutrino data on hydrogen have relatively large errors
and do not extend beyond x ∼ 0.5 [269,270].

The F ν̄p
2 and F νp

2 structure functions can be obtained from interactions on a target with free protons
after subtracting the contributions from xF3 andR. These latter can either be modeled within global
PDF fits or taken from the other two measurements described above. As discussed in Section 7.5
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the LBNE ND can achieve competitive measurements of F ν̄p
2 and F νp

2 with an increase of statistics
of three orders of magnitude with respect to the existing hydrogen data [269,270].

7.4.4 Measurement of Nucleon Structure Functions

At present neutrino scattering measurements of cross sections have considerably larger uncertain-
ties than those of the electromagnetic inclusive cross sections. The measurement of the differential
cross sections [236] is dominated by three uncertainties: (1) muon energy scale, (2) hadron energy
scale, and (3) knowledge of the input (anti)neutrino flux. Table 7.4 shows a comparison of past
and present experiments and the corresponding uncertainties on the energy scales. The most pre-
cise measurements are from the CCFR, NuTeV and NOMAD experiments, which are limited to a
statistics of about 106 neutrino events.

Table 7.4: Summary of past experiments performing structure function measurements. The expected num-
bers in the LBNE near detector for a five-year run with the 1.2−MW 120−GeV reference beam (5 × 1021

POT) are also given for comparison.

Experiment Mass νµ CC Stat. Target Eν (GeV) ∆Eµ ∆EH

CDHS [271] 750 t 107 p,Fe 20-200 2.0% 2.5%
BEBC [272,273] various 5.7×104 p,D,Ne 10-200
CCFR [274,275] 690 t 1.0×106 Fe 30-360 1.0% 1.0%
NuTeV [276] 690 t 1.3×106 Fe 30-360 0.7% 0.43%
CHORUS [277] 100 t 3.6×106 Pb 10-200 2.5% 5.0%
NOMAD [156] 2.7 t 1.3×106 C 5-200 0.2% 0.5%

[241] 18 t 1.2×107 Fe 5-200 0.2% 0.6%
MINOS ND [155] 980 t 3.6×106 Fe 3-50 2-4% 5.6%
LBNE ND 5 t 5.9×107 (C3H6)n 0.5-30 < 0.2% < 0.5%

The MINERνA [161] experiment is expected to provide new structure function measurements on a
number of nuclear targets including He, C, Fe and Pb in the near future. Since the structure function
measurement mainly involves DIS events, the MINERνA measurement will achieve a competitive
statistics after the completion of the new run with the medium-energy beam. MINERνA will fo-
cus on a measurement of the ratio of different nuclear targets to measure nuclear corrections in
(anti)neutrino interactions. It must be noted that the MINERνA experiment relies on the MINOS
ND for muon identification. The corresponding uncertainty on the muon-energy scale (Table 7.4)
is substantially larger than that in other modern experiments, e.g., NuTeV and NOMAD, thus limit-
ing the potential of absolute structure function measurements. Furthermore, the muon-energy scale
is also the dominant source of uncertainty in the determination of the (anti)neutrino fluxes with the
low-ν method. Therefore, the flux uncertainties in MINERνA are expected to be larger than in
NOMAD and NuTeV.
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Given its reference beam design and 1.2−MW proton-beam power, LBNE expects to collect about
2.3× 107 neutrino DIS events and about 4.4× 106 antineutrino DIS events in the ND. These num-
bers correspond to an improvement by more than one order of magnitude with respect to the most
precise past experiments, e.g., NuTeV [276] and NOMAD [156,241]. With these high-statistics
samples, LBNE will be able to significantly reduce the gap between the uncertainties on the weak
and electromagnetic structure functions. A possible high-energy run with the upgraded 2.3−MW
beam would offer a further increase by more than a factor of ten in statistics.

In addition to the large data samples, the use of a high-resolution, low-density spectrometer al-
lows LBNE to reduce systematic uncertainties with respect to previous measurements. The LBNE
ND is expected to achieve precisions better than 0.2% and 0.5% on the muon- and hadron-energy
scales, respectively. These numbers are based on the results achieved by the NOMAD experiment
(Table 7.4), which had much lower statistics and poorer resolution than is expected in the LBNE
ND. The calibration of the momentum and energy scales will be performed with the large sample
of reconstructed K0

S → ππ, Λ → pπ, and π0 → γγ decays. In addition, the overall hadronic
energy scale can be calibrated by exploiting the well-known structure of the Bjorken y distribu-
tion in (anti)neutrino DIS interactions [156,278]. The relative fluxes as a function of energy can
be extracted to a precision of about 2% with the low-ν method, due to the small uncertainty on
the muon-energy scale. The world average absolute normalization of the differential cross sec-
tions σtot/E, is known to 2.1% precision [55]. However, with the 1.2−MW beam available from
the PIP-II upgrades, it will be possible to improve the absolute normalization using ν-e NC elas-
tic scattering events, coherent meson production, etc. An overall precision of 1-2% would make
(anti)neutrino measurements comparable to or better than the complementary measurements from
charged-lepton DIS.

On the time scale of LBNE, comparable measurements from (anti)neutrino experiments are not
expected, primarily due to the low energy of competing beamlines (J-PARC neutrino beamline
in Japan [279]) or to the poorer resolution of the detectors used (MINERνA [161] , T2K [134],
NOνA [126]). The experimental program most likely to compete with the LBNE ND measure-
ments is the 12−GeV upgrade at Jefferson Laboratory (JLab) [280]. However, it must be empha-
sized that the use of electron beams at JLab makes this program complementary to LBNE’s. In
particular, the three topics discussed above are specific to the (anti)neutrino interactions.

Several planned experiments at JLab with the energy-upgraded 12−GeV beam will measure the
d/u ratio from D targets up to x ∼ 0.85, using different methods to minimize the nuclear correc-
tions. The LBNE measurement will be competitive with the proposed JLab 12−GeV experiments,
since the large statistics expected will allow a precise determination of F νn

2 and F ν̄n
2 up to x ∼ 0.85.

Furthermore, the use of a weak probe coupled with a wide-band beam will provide a broader Q2

range than in JLab experiments, thus allowing a separation of higher twist and other sub-leading
effects in 1/Q2.
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7.5 Tests of Isospin Physics and Sum-Rules

One of the most compelling physics topics accessible to LBNE’s high-resolution near detec-
tor is the isospin physics using neutrino and antineutrino interactions. This physics involves
the Adler sum rule and tests isospin (charge) symmetry in nucleons and nuclei.

The Adler sum rule relates the integrated difference of the antineutrino and neutrino F2 structure
functions to the isospin of the target:

SA(Q2) =
∫ 1

0
dx

[
F ν

2 (x,Q2)− F ν
2 (x,Q2)

]
/(2x) = 2 Iz, (7.23)

where the integration is performed over the entire kinematic range of the Bjorken variable x and
Iz is the projection of the target isospin vector on the quantization axis (z axis). For the proton
SpA = 1 and for the neutron SnA = −1.

In the quark-parton model the Adler sum is the difference between the number of valence u and
d quarks of the target. The Adler sum rule survives the strong-interaction effects because of the
conserved vector current (CVC) and provides an exact relation to test the local current commutator
algebra of the weak hadronic current. In the derivation of the Adler sum rule the effects of both
non-conservation of the axial current and heavy-quark production are neglected.

Experimental tests of the Adler sum rule require the use of a hydrogen target to avoid nuclear
corrections to the bound nucleons inside the nuclei. The structure functions F ν

2 and F ν
2 have to be

determined from the corresponding differential cross sections and must be extrapolated to small
x values in order to evaluate the integral. The test performed in bubble chambers by the BEBC
Collaboration — the only test available — is limited by the modest statistics; it used about 9,000
ν and 5,000 ν events collected on hydrogen [273].

The LBNE program can provide the first high-precision test of the Adler sum rule. To this end, the
use of the high-energy beam tune shown in Figure 3.19, although not essential, would increase the
sensitivity, allowing attainment of higherQ2 values. Since the use of a liquid H2 bubble chamber is
excluded in the ND hall due to safety concerns, the (anti)neutrino interactions off a hydrogen target
can only be extracted with a subtraction method from the composite materials of the ND targets.
Using this technique to determine the position resolution in the location of the primary vertex is
crucial to reducing systematic uncertainties. For this reason, a precision test of the Adler sum rule
is best performed with the low-density magnetized ND.

A combination of two different targets — the polypropylene (C3H6)n foils placed in front of the
STT modules and pure carbon foils — are used in the low-density, magnetized ND to provide a
fiducial hydrogen mass of about 1 t. With the LBNE fluxes from the standard exposure, 5.0(1.5)×
106 ± 13(6.6) × 103(sub.) ν(ν) CC events (where the quoted uncertainty is dominated by the
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statistical subtraction procedure) would be collected on the hydrogen target. The level of precision
that can be achieved is sufficient to open up the possibility of making new discoveries in the quark
and hadron structure of the proton. No other comparable measurement is expected on the timescale
of LBNE.

7.6 Studies of (Anti)Neutrino-Nucleus Interactions
An integral part of the physics program envisioned for the LBNE ND involves detailed measure-
ments of (anti)neutrino interactions in a variety of nuclear targets. The LBNE ND offers substan-
tially larger statistics coupled with a much higher resolution and, in turn, lower systematic uncer-
tainties with respect to past experiments (Table 7.4) or ongoing and future ones (MINERνA [161],
T2K [134], NOνA [126]). The most important nuclear target is of course the argon target, which
matches the LBNE far detector. The ND standard target is polypropylene (C3H6)n, largely provided
by the mass of the STT radiators. An additional proposed ND target is argon gas in pressurized alu-
minum tubes with sufficient mass to provide '10 times the νµCC and NC statistics as expected in
the LBNE far detector. Equally important nuclear targets are carbon (graphite), which is essential
in order to get (anti)neutrino interactions on free protons through a statistical subtraction procedure
from the main polypropylene target (Section 7.5), and calcium. In particular, this latter target has
the same atomic weight (A = 40) as argon but is isoscalar. One additional nuclear target is iron,
which is used in the proposed India-based Neutrino Observatory (INO) [281]. The modularity of
the STT provides for successive measurements using thin nuclear targets (thickness < 0.1X0),
while the excellent angular and space resolution allows a clean separation of events originating
in different target materials. Placing an arrangement of different nuclear targets upstream of the
detector provides the desired nuclear samples in (anti)neutrino interactions. For example, a single
7−mm-thick calcium layer at the upstream end of the detector will provide about 3.1× 105 νµCC
interactions in one year.

Potential ND studies in nuclear effects include the following:

◦ nuclear modifications of form factors

◦ nuclear modifications of structure functions

◦ mechanisms for nuclear effects in coherent and incoherent regimes

◦ a dependence of exclusive and semi-exclusive processes

◦ effect of final-state interactions

◦ effect of short-range correlations

◦ two-body currents
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The study of nuclear effects in (anti)neutrino interactions off nuclei is directly relevant for the
long-baseline oscillation studies. The use of heavy nuclei like argon in the LBNE far detector re-
quires a measurement of nuclear cross sections on the same targets in the ND in order to reduce
signal and background uncertainties in the oscillation analyses. Cross-section measurements ob-
tained from other experiments using different nuclei are not optimal; in addition to the different
p/n ratio in argon compared to iron or carbon where measurements from other experiments exist,
nuclear modifications of cross sections can differ from 5% to 15% between carbon and argon for
example, while the difference in the final-state interactions could be larger. Additionally, nuclear
modifications can introduce a substantial smearing of the kinematic variables reconstructed from
the observed final-state particles. Detailed measurements of the dependence on the atomic number
A of different exclusive processes are then required in order to understand the absolute energy
scale of neutrino event interactions and to reduce the corresponding systematic uncertainties on
the oscillation parameters.

It is worth noting that the availability of a free-proton target through statistical subtraction of the
(C3H6)n and carbon targets (Section 7.5) will allow for the first time a direct model-independent
measurement of nuclear effects — including both the primary and final-state interactions — on the
argon target relevant for the far detector oscillation analysis.

Furthermore, an important question in nuclear physics is how the structure of a nucleon is modified
when said nucleon is inside the medium of a heavy nucleus as compared to a free nucleon like the
proton in a hydrogen nucleus. Studies of the ratio of structure functions of nuclei to those of free
nucleons (or in practice, the deuteron) reveal nontrivial deviations from unity as a function of x and
Q2. These have been well explored in charged-lepton scattering experiments, but little empirical
information exists from neutrino scattering. Measurements of structure using neutrino scattering
are complementary to those in charged-lepton scattering.

Another reason to investigate the nuclear-medium modifications of neutrino structure functions is
that most neutrino scattering experiments are performed on nuclear targets, from which informa-
tion on the free nucleon is inferred by performing a correction for the nuclear effects. In practice
this often means applying the same nuclear correction as for the electromagnetic structure func-
tions, which introduces an inherent model-dependence in the result. In particular, significant differ-
ences between photon-induced and weak-boson-induced nuclear structure functions are predicted,
especially at low Q2 and low x, which have not been tested. A striking example is offered by the
ratio R of the longitudinal-to-transverse structure functions [251]. While the electromagnetic ratio
tends to zero in the photoproduction limit, Q2 → 0, by current conservation, the ratio for neutrino
structure functions is predicted to be finite in this limit. Thus, significant discovery potential exists
in the study of neutrino scattering from nuclei.

The comparison of argon and calcium targets (40
18Ar and 40

20Ca) in the LBNE ND would be partic-
ularly interesting. Since most nuclear effects depend on the atomic weight A, inclusive properties
of (anti)neutrino interactions are expected to be the same for these two targets [251,282,283,284].
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This fact would allow the use of both targets to model signal and backgrounds in the LBNE far
detector (argon target), as well as to compare LBNE results for nuclear effects on argon with the
extensive data on calcium from charged lepton DIS. In addition, a high-precision measurement of
(anti)neutrino interactions in both argon and calcium opens the possibility for studying a potential
flavor and isovector dependence of nuclear effects and to further test the isospin (charge symmetry)
in nuclei (Section 7.5). Evidence for any of these effects would constitute important discoveries.

Finally, the extraction of (anti)neutrino interactions on deuterium from the statistical subtraction
of H2O from D2O, which is required to measure the fluxes (Section 7.1), would allow the first
direct measurement of nuclear effects in deuterium. This measurement can be achieved since the
structure function of a free isoscalar nucleon is given by the average of neutrino and antineutrino
structure functions on hydrogen (F νn

2 = F νp
2 ). A precise determination of nuclear modifications

of structure functions in deuterium would play a crucial role in reducing systematic uncertainties
from the global PDF fits.

7.7 Search for Heavy Neutrinos

The most economical way to handle the problems of neutrino masses, dark matter and the
Baryon Asymmetry of the Universe in a unified way may be to add to the Standard Model
(SM) three Majorana singlet fermions with masses roughly on the order of the masses of
known quarks and leptons using the seesaw mechanism [67]. The appealing feature of this
theory (called the νMSM for Neutrino Minimal SM) [285] is that every left-handed fermion
has a right-handed counterpart, leading to a consistent way of treating quarks and leptons.

The most efficient mechanism proposed for producing these heavy sterile singlet states ex-
perimentally is through weak decays of heavy mesons and baryons, as can be seen from the
left-hand diagram in Figure 7.4, showing some examples of relevant two- and three-body
decays [286]. These heavy mesons can be produced by energetic protons scattering off the
LBNE neutrino production target and the heavy singlet neutrinos from their decays detected
in the near detector.

The lightest of the three new singlet fermions in the νMSM, is expected to have a mass from 1 keV
to 50 keV [287] and could play the role of the dark matter particle [288]. The two other neutral
fermions are responsible for giving mass to ordinary neutrinos via the seesaw mechanism at the
electroweak scale and for creation of the Baryon Asymmetry of the Universe (BAU; for a review
see [287]). The masses of these particles and their coupling to ordinary leptons are constrained
by particle physics experiments and cosmology [286,289]. They should be almost degenerate,
thus nearly forming Dirac fermions (this is dictated by the requirement of successful baryogene-
sis). Different considerations indicate that their mass should be in the region of O(1) GeV [290].
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Figure 7.4: Left: Feynman diagrams of meson decays producing heavy sterile neutrinos. Right: Feynman
diagrams of sterile-neutrino decays.

The mixing angle, U2, between the singlet fermions and the three active-neutrino states must be
small [285,291] — otherwise the large mixing would have led to equilibration of these particles in
the early Universe above the electroweak temperatures, and, therefore, to erasing of the BAU —
explaining why these new particles have not been seen previously.

Several experiments have conducted searches for heavy neutrinos, for example BEBC [292],
CHARM [293], NuTeV [294] and the CERN PS191 experiment [295,296] (see also a discussion
of different experiments in [289]). In the search for heavy neutrinos, the strength of the LBNE ND,
compared to earlier experiments, lies in reconstructing the exclusive decay modes, including elec-
tronic, hadronic and muonic. Furthermore, the detector offers a means to constrain and measure
the backgrounds using control samples.

In case of the LBNE experiment the relevant heavy mesons are charmed. With a typical lifetime
(in the rest frame) of about 10−10 s, these mesons mostly decay before further interaction, yielding
the sterile-neutrino flux. Since these sterile neutrinos are very weakly interacting they can cover
quite a large distance before decay, significantly exceeding the distance of roughly 500 m from the
target to the ND. The ND can search for decays of neutrinos into SM particles due to mixing with
active neutrinos, provided a sufficiently long instrumented decay region is available. Two examples
of the interesting decay modes are presented on the right panel of Figure 7.4. More examples can
be found in [286].

An estimate of sterile-neutrino events that can be observed in the LBNE ND, NLBNE
signal , is obtained

by comparing the relevant parameters of the LBNE and CHARM experiments. The number of
events grows linearly with the number of protons on target, the number of produced charmed
mesons, the detector length (decay region) and the detector area. In particular, this latter linear
increase is valid if the angular spread of the neutrino flux, which is on the order of NmMD/Ebeam,
is larger than the angle at which the ND is seen from the target. Here Nm is the multiplicity of the
produced hadrons, and the above condition is valid for both LBNE and CHARM. The number of
events decreases linearly when the energy increases, since this increases the lifetime, reducing the
decay probability within the detector. Finally, the number of mesons decreases quadratically with
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the distance between the target and the detector.

The considerations above imply that a search for νMSM sterile neutrinos in the LBNE ND can be
competitive after only five years of running with the reference beam, corresponding to an overall
integrated exposure of about 5× 1021 POT with a proton energy of 120 GeV. The use of a low-
density, high-resolution spectrometer in the ND substantially reduces backgrounds and allows the
detection of both leptonic and hadronic decay modes. Assuming a fiducial length of the magnetized
tracker of 7 m as decay region, the ratio between the signal event to be observed in the LBNE ND
and those in the CHARM experiment can be estimated to be more than a factor of 50 after only
four years of running. Since both production and decay rates are proportional to the square of
the neutrino mixing angles, the corresponding improvement in the square of the neutrino mixing
angle U2 will be about a factor of seven with respect to the CHARM experiment. Figure 7.5 shows
the projected LBNE sensitivity in the (U2,M) plane. At lower values of the mass of the heavy
neutrinos, additional constraints can be obtained for kaons by comparing the LBNE and PS191
experiments, as shown in Figure 7.5.
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Figure 7.5: Upper limits on U2, the mixing angle between heavy sterile neutrinos and the light active states,
coming from the Baryon Asymmetry of the Universe (solid lines), from the seesaw mechanism (dotted line)
and from the Big Bang nucleosynthesis (dotted line). The regions corresponding to different experimental
searches are outlined by blue dashed lines. Left panel: normal hierarchy; right panel: inverted hierarchy
(adopted from [297]). Pink and red curves indicate the expected sensitivity of the LBNE near detector with
an exposure of 5×1021 POT (∼ 5 years) with the 1.2−MW reference beam at 120 GeV for detector lengths
of 7 m and 30 m , respectively (see text for details).

It must be noted that exploitation of the complete 5 + 5 years (ν + ν) years of data taking would
further improve the number of expected events by a factor of two, since it scales linearly with the
number of protons on target. With the beam upgrade to 2.3−MW, this improvement would become
a factor of four with respect to the initial five year run and the 1.2 MW beam.

A better sensitivity to νMSM can be achieved by instrumenting the upstream region of the ND
hall (e.g., with the liquid argon detector and some minimal tracking device upstream). The fiducial
volume of the new detector will need to be empty (material-free) or fully sensitive in order to
suppress background events. The geometry of the ND hall would allow a maximal decay length of
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about 30 m. The sensitivity of this configuration can be estimated by rescaling the expected limits
on the neutrino mixing angle U2. The expected number of signal events with a total decay length
of ∼ 30 m exceeds by about 200 (800) times the number of events in CHARM after a five (5 +5)
year run with the standard (upgraded) beam. In turn, this implies an improvement by a factor of 15
(28) in the sensitivity to U2 with respect to the CHARM experiment.

If the magnetic moment of the sterile neutrinos is sizeable, the dominant decay channel would be
a radiative electromagnetic decay into γν, which has also been proposed as a possible explanation
for the observed MiniBooNE low-energy excess [148]. This possibility, in turn, requires a detector
capable of identifying and reconstructing single photon events. The low-density ND in LBNE can
achieve an excellent sensitivity to this type of search as demonstrated by a similar analysis in
NOMAD [298].

7.8 Search for High ∆m2 Neutrino Oscillations

The evidence for neutrino oscillations obtained from atmospheric, long-baseline accelerator, so-
lar and long-baseline reactor data from different experiments consistently indicates two different
scales, with ∆m2

32 ∼2.4× 10−3 eV2 defining the atmospheric oscillations (also long-baseline ac-
celerator and short-baseline reactor scales) and ∆m2

21 ∼7.9× 10−5 eV2 defining the solar oscil-
lations (and long-baseline reactor oscillations). The only way to accommodate oscillations with
relatively high ∆m2 at the eV2 scale as suggested by the results from the LSND experiment [299]
is therefore to add one or more sterile neutrinos to the conventional three light neutrinos.

Recently, the MiniBooNE experiment reported that its antineutrino data might be consistent with
the LSND νµ → νe oscillation with ∆m2 ∼ eV2 [300]. Contrary to the antineutrino data, the neu-
trino data seem to exclude high ∆m2 oscillations, possibly indicating a different behavior between
neutrinos and antineutrinos.

Models with five (3+2) or six (3+3) neutrinos can potentially explain the MiniBooNE results. In
addition to the cluster of the three neutrino mass states (accounting for solar and atmospheric mass
splitting), two (or three) states at the eV scale are added, with a small admixture of νe and νµ to
account for the LSND signal. One distinct prediction from such models is a significant probability
for νµ disappearance into sterile neutrinos, on the order of 10%, in addition to the small probability
for νe appearance.

Given a roughly 500−m baseline and a low-energy beam, the LBNE ND can reach the same
value L/Eν ∼ 1 as MiniBooNE and LSND. The large fluxes and the availability of fine-
grained detectors make the LBNE program well suited to search for active-sterile neutrino
oscillations beyond the three-flavor model with ∆m2 at the eV2 scale.
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Due to the potential differences between neutrinos and antineutrinos, four possibilities have to be
considered in the analysis: νµ disappearance, νµ disappearance, νe appearance and νe appearance.
As discussed in Section 7.1, the search for high ∆m2 oscillations has to be performed simultane-
ously with the in situ determination of the fluxes.

To this end, an independent prediction of the νe and νe fluxes starting from the measured νµ and
νµ CC distributions are required since the νe and νe CC distributions could be distorted by the
appearance signal. The low-ν0 method can provide such predictions if external measurements for
the K0

L component are available from hadro-production experiments (Section 7.1).

The study will implement an iterative procedure:

1. extraction of the fluxes from νµ and νµ CC distributions assuming no oscillations are present

2. comparison with data and determination of oscillation parameters (if any)

3. new flux extraction after subtraction of the oscillation effect

4. iteration until convergence

The analysis has to be performed separately for neutrinos and antineutrinos due to potential CP or
CPT violation, according to MiniBooNE/LSND data. The ratio of νe CC events to νµ CC events
will be measured:

Reµ(L/E) ≡ # of νeN → e−X

# of νµN → µ−X
(L/E); Reµ(L/E) ≡ # of νeN → e+X

# of νµN → µ+X
(L/E) (7.24)

This is then compared with the predictions obtained from the low-ν0 method. Deviations of Reµ

or Reµ from the expectations as a function of L/E would provide evidence for oscillations. This
procedure only provides a relative measurement of νe(νe) versus νµ(νµ); since the fluxes are ex-
tracted from the observed νµ and νµ CC distributions, an analysis of the Reµ(Reµ) ratio cannot
distinguish between νµ(νµ) disappearance and νe(νe) appearance.

The process of NC elastic scattering off protons (Section 7.3) can provide the complementary mea-
surement needed to disentangle the two hypotheses of νµ(νµ) disappearance into sterile neutrinos
and νe(νe) appearance. In order to cancel systematic uncertainties, the NC/CC ratio with respect
to QE scattering will be measured:

RNC(L/E) ≡ # of νp→ νp

# of νµn→ µ−p
(L/E); RNC(L/E) ≡ # of νp→ νp

# of νµp→ µ+n
(L/E) (7.25)

It is possible to reconstruct the neutrino energy from the proton angle and momentum under the
assumption that the nuclear smearing effects are small enough to neglect (the same for the neutrino
CC sample). In the oscillation analysis, only the relative distortions of the ratio RNC(RNC) as a
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function of L/E are of interest, not their absolute values. For Q2 > 0.2 GeV2 the relative shape of
the total cross sections is not very sensitive to the details of the form factors. To improve the energy
resolution, it is possible to use neutrino interaction events originating from the deuterium inside
the D2O target embedded into the fine-grained tracker. These events have better energy resolution
due to the smaller nuclear smearing effects in D2O.

An improved oscillation analysis is based on a simultaneous fit to bothReµ(Reµ) andRNC(RNC).
The first ratio provides a measurement of the oscillation parameters while the latter constrains the
νe(νe) appearance versus the νµ(νµ) disappearance. This analysis imposes two main requirements
on the ND:

◦ e+/e− separation to provide an unambiguous check of the different behavior between neu-
trinos and antineutrinos suggested by MiniBooNE

◦ accurate reconstruction of proton momentum and angle

Validation of the unfolding of the high ∆m2 oscillations from the in situ extraction of the ν(ν) flux
would also require changes to the beam conditions, since the ND cannot be easily moved. This
would require a short run with a high-energy beam and the capability to change or switch off the
beam focusing system.

7.9 Light (sub-GeV) Dark Matter Searches

According to the latest cosmological and astrophysical measurements, nearly eighty percent of
the matter in the Universe is in the form of cold, non-baryonic dark matter (DM) [301,302]. The
search to find evidence of the particle (or particles) that make up DM, however, has so far turned up
empty. Direct detection experiments and indirect measurements at the LHC, however, are starting
to severely constrain the parameter space of Weakly-Interacting Massive Particles (WIMPs), one
of the leading candidates for DM. The lack of evidence for WIMPs at these experiments has forced
many in the theory community to reconsider.

Some theories consider an alternative possibility to the WIMP paradigm in which the DM mass is
much lighter than the electroweak scale (e.g., below the GeV level). In order to satisfy constraints
on the relic density of DM, these theories require that DM particles be accompanied by light
mediator particles that would have allowed for efficient DM annihilation in the early Universe. In
the simplest form of these theories an extra U(1) gauge field mixes with the SM U(1) gauge field,
but with an additional kinetic term. This mixing term provides a portal from the dark sector to the
charged particles of the SM. In this model, the mediators are called dark photons and are denoted
by V .
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Recently, a great deal of interest has been paid to the possibility of studying models of
light (sub-GeV) Dark Matter at low-energy, fixed-target experiments [303,304,305,306].
High-flux neutrino beam experiments — such as LBNE — have been shown to potentially
provide coverage of DM+mediator parameter space that cannot be covered by either direct
detection or collider experiments.

Upon striking the target, the proton beam can produce the dark photons either directly through
pp(pn) → V as in the left-hand diagram of Figure 7.6 or indirectly through the production of a
π0 or a η meson which then promptly decays into a SM photon and a dark photon as in the center
diagram in the figure. For the case where mV > 2mDM , the dark photons will quickly decay into
a pair of DM particles.

q

q

γ
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χ

χ†

γ

π0, η γ

V •

χ
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χ • χ

N • N
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•

γ

Figure 7.6: On the left is shown the direct production of a dark photon, while, in the center, the dark photon
is produced via the decay of a neutral pion or eta meson. In both cases, the dark photon promptly decays into
a pair of DM particles. Right: Tree-level scattering of a DM particle off of nuclei. Analogous interactions
with electrons in the detector are also possible.

The LBNE ND together with the high-intensity beam will provide an excellent setup for making
this measurement. The relativistic DM particles from the beam will travel along with the neutrinos
to the detector where they can be detected through NC-like interactions either with electrons or
nucleons, as shown in the right-hand diagram of Figure 7.6. Since the signature of a DM event
looks similar to that of a neutrino event, the neutrino beam provides the major source of background
for the DM signal.

Several ways have been proposed to suppress neutrino backgrounds using the unique characteris-
tics of the DM beam. Since DM will travel much more slowly than the much lighter neutrinos, DM
events in the ND will arrive out of time with the beam pulse. In addition, since the electrons struck
by DM will be in a much more forward direction compared to neutrino interactions, the angle of
these electrons may be used to reduce backgrounds, taking advantage of the ND’s fine angular
resolution.

Finally, a special run can be devised to turn off the focusing horn to significantly reduce the charged
particle flux that will produce neutrinos. Figure 7.7 shows the expected sensitivity of the Mini-
BooNE DM search using this technique [306]. With a wider-band, higher-energy, more intense
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LBNE

LBNE

Figure 7.7: Regions of nucleon-WIMP scattering cross section (corresponding to dark matter in the lab
moving with v = 10−3c). The plot usesmV = 300 MeV and α′ = 0.1. Constraints are shown from different
experiments. The left plot shows the exclusion regions expected from MiniBooNE given 1-10 (light green),
10-1000 (green), and more than 1000 (dark green) elastic scattering events off nucleons. The right panel
shows the same for elastic scattering off electrons. The magenta arrows indicate the region where LBNE can
extend the MiniBooNE sensitivity. Figure is based on studies in [306].

beam, LBNE is expected to not only cover the MiniBooNE sensitivity region with higher statis-
tics, but will also extend the sensitivity to cover the region between MiniBooNE and the direct
DM searches. If the LBNE ND were a LArTPC and the entire detector volume active, the effective
number of DM events detected would be much higher when compared to a MINOS-like detector
of the same mass. Much more thorough studies must be conducted to obtain reliable sensitivities.
This requires an integration of theoretical predictions into a simulation package for the detector.
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Chapter
8

Additional Far Detector
Physics Opportunities

The deep underground location of LBNE’s LArTPC far detector will expand the range of
science opportunities it can pursue to potentially include observation of solar and other low-
energy neutrinos, dark matter, magnetic monopoles and nucleon-antinucleon transitions.

8.1 Solar Neutrinos

In the early 20th century, Arthur Stanley Eddington suggested that nuclear reactions of protons fuel
energy production in the Sun. After the discovery of the neutron, Hans Bethe [307] proposed that
the first stage of these nuclear reactions involves the weak interaction: a β decay of a proton into a
neutron, a positron and a neutrino accompanied by the fusion of that neutron with another proton
to form deuterium. This proton-proton (pp) reaction p+p→1

1H+e+ +νe is the origin of most solar
neutrinos (called pp neutrinos). In 0.2% of the cases deuterium is produced by the corresponding
three-body reaction p+e−+p→1

1H+νe (called pep) which produces monoenergetic solar neutrinos
at 1.4 MeV. The pp reaction is the starting point of a chain of nuclear reactions which converts
four protons into a 4

2He nucleus, two positrons and two neutrinos. This reaction chain, shown in
Figure 8.1, produces 98% of the energy from the Sun. In addition to pp and pep, neutrinos are
produced by the reactions 7

4Be+e− →7
3Li+νe (7Be neutrinos) and 3

2He+p →4
2He+e+ + νe (hep

neutrinos) as well as the β decay 8
5B→8

4Be+e+ + νe →4
2He+4

2He+e+ + νe (8B neutrinos). Carl-
Friedrich von Weizsäcker [308] complemented the pp-chain with a cyclical reaction chain dubbed
CNO cycle after the principal elements involved (shown in the top right illustration of Figure 8.1).
Although theorized to be responsible for only 2% of energy production in the Sun, the CNO cycle
plays the dominant role in the energy production of stars heavier than 1.3 solar masses.

The expected spectra of neutrinos from the pp reaction chain [309] are shown as solid curves in the
bottom diagram of Figure 8.1. Neutrinos from the CNO cycle are shown as dashed blue curves.

The chief motivation of Raymond Davis to build his pioneering solar-neutrino detector in the
Homestake mine was the experimental verification of stellar energy production by the observa-
tion of the neutrinos from these nuclear processes. While he succeeded in carrying out the first
measurements of solar neutrinos — and shared the 2002 Nobel Prize in physics for the results —
the measured flux [120] fell short of solar model calculations: the solar-neutrino problem. Data
from the Super–Kamiokande (SK) and SNO [310,311] experiments eventually explained this mys-
tery 30 years later as due to flavor transformation. However, intriguing questions in solar-neutrino
physics remain. Some unknowns, such as the fraction of energy production via the CNO cycle in

195



196 8 Additional Far Detector Physics Opportunities

Gamma Ray

p p

21H
ν

γ
32He

ν

γ

42Heγ
ν Neutrino

Proton

Neutron
Electron/
Positron

ν

γ γ ν

Hydrogen-2

Helium-3

Helium-4

Beryllium-7

Lithium-7

126C
137N

136C147N
158O

157N

42He

γ γ

γ

ν
ν

p
p

pp

pp 21H

32He

21H 21H

Tuesday, February 25, 14

Figure 8.1: Top: the proton-proton and CNO reaction chain in the Sun. Bottom: solar-neutrino fluxes
from [309].

the Sun, flux variation due to helio-seismological modes that reach the solar core, or long-term
stability of the solar core temperature, are astrophysical in nature. Others directly impact particle
physics. Can the MSW model explain the amount of flavor transformation as a function of energy,
or are nonstandard neutrino interactions required? Do solar neutrinos and reactor antineutrinos os-
cillate with the same parameters? Experimental data expected in the immediate future (e.g., further
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data from Borexino [312] and SK as well as SNO+ [313]) will address some questions, but the
high-statistics measurements necessary to further constrain alternatives to the standard oscillation
scenario may need to wait for a more capable experiment such as LBNE.

Detection of solar and other low-energy neutrinos is challenging in a LArTPC because of
high intrinsic detection energy thresholds for the charged-current (CC) interaction on argon
(>5 MeV). To be competitive, this physics requires either a very low visible-energy thresh-
old (∼1 MeV) or a very large mass (50 kt). However, compared with other technologies, a
LArTPC offers a large cross section and unique signatures from de-excitation photons. Ag-
gressive R&D efforts in low-energy triggering and control of background from radioactive
elements may make detection in LBNE possible, and a large detector mass would make the
pursuit of these measurements worthwhile.

The solar-neutrino physics potential of a large LArTPC depends primarily on its energy threshold
and depth. The energy threshold is not only determined by the ability to pick up a low-energy
electron, but also by the light collection of the photon-triggering system as well as background
suppression. Only at a deep underground location will it have a reasonable chance of detecting
solar neutrinos. In any detector of this kind, the decay of the naturally occurring 39Ar produces β’s
with a 567−keV endpoint and an expected rate of 10 MHz per 10 kt of liquid argon. This limits the
fundamental reach of LBNE to neutrino interactions with visible energies above 1 MeV. Possible
signatures of solar neutrinos in LBNE are:

Elastic scattering of 8B neutrinos with electrons: This signature would only reproduce the SK
data; SK has already accumulated large statistics (>60,000 solar-neutrino events). An energy
threshold of about 1 MeV (lower than the SK threshold which is currently 3.5 MeV [314])
would be required for a more interesting measurement of pep (defined in Figure 8.1) and
CNO fluxes. Such solar-neutrino interactions are difficult to detect, as only low-energy single
electrons (and neutrinos) are produced.

Charged-current interactions with argon: The signature for this interaction is:

νe + 40Ar→ 40K∗ + e− (8.1)

This signal is more interesting experimentally, as there is a signature of de-excitation photons
and the visible energy is directly correlated with the neutrino energy; however, the reaction
has an energy threshold of 5 MeV.

Cosmic-muon and fast-neutrino interactions with the 40Ar nucleus (which are rather complex com-
pared to interactions on 16O or 12C) are likely to generate many long-lived spallation products that
could limit the detection threshold for low-energy neutrinos. Studies of the spallation background
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in the LBNE LArTPC are underway. The production rate of 40Cl, a beta emitter with an endpoint of
7.48 MeV that is a dominant source of background at energies above 5 MeV, is shown in Figure 8.2
as a function of depth. The cosmogenic background rates as a function of beta kinetic energy from
several other beta emitters at the 4,850−ft level of Sanford Underground Research Facility are
shown in Figure 6.8.

Figure 8.2: 40Cl production rates in a 10−kt detector produced by (n,p) reaction as a function of depth.

In Table 8.1 the solar-neutrino event rate in a 34−kt LArTPC is shown, assuming a 4.5−MeV
neutrino energy threshold and 31% νe.

Table 8.1: Solar-neutrino event rates in a 34−kt LArTPC assuming a 4.5−MeV neutrino energy threshold
and an electron-flavor survival probability Pee = 31%.

Transition Rate (evts/day)
Fermi 31
Gamow-Teller 88

The ICARUS Collaboration has reported a 10−MeV threshold [315]. Assuming the detector itself
has low enough radioactivity levels, this threshold level would enable a large enough detector to
measure the electron flavor component of the solar 8B neutrino flux with high statistical accuracy. It
could thereby further test the MSW flavor transformation curve (Figure 8.3) with higher statistical
precision and potentially better energy resolution.

In addition to these solar matter effects, solar neutrinos also probe terrestrial matter effects with the
variation of the νe flavor observed with solar zenith angle while the Sun is below the horizon — the
day/night effect. A sizable effect is predicted only for the highest solar-neutrino energies, so while
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Figure 8.3: Measurements of the solar MSW transition. The red band combines SK and SNO 8B data [75],
the green measurements of 7Be and pep are from Borexino [312,316] and the red error bar is Borexino’s
8B measurement [317]. The blue pp point and the yellow error bar (CNO) combine all solar data. MSW
resonance curves for three different parameters are overlaid.

the comparatively high energy threshold is a handicap for testing the solar MSW resonance curve,
it has a smaller impact on the high-statistics test of terrestrial matter effects. Recently, indication
of the existence of the terrestrial matter effects were reported [76]. Measurements of this effect
currently give the best constraints on the solar mass (∆m2

21) splitting (Figure 8.4) using neutrinos
rather than antineutrinos [318].

The comparison of ν disappearance to ν disappearance tests CPT invariance. For good sensitivity
to either solar-neutrino measurement, a liquid argon far detector of at least 34 kt is required.

8.2 Indirect Searches for WIMP Dark Matter

If the true nature of Dark Matter (DM) involves a weakly-interacting massive particle (WIMP) with
a mass on the order of 1 GeV, an experiment could look for anomalous signals in astrophysical
data from the annihilation (or decay) of DM into Standard Model particles, e.g., neutrinos [319].
Neutrinos produced by DM decay are expected to come from such distant objects as the galactic
center, the center of the Sun or even from the Earth.

As our solar system moves through the DM halo, WIMPs interact with the nuclei of celestial
bodies and become trapped in a body’s gravitational well. Over time, the WIMPs accumulate
near the core of the body, enhancing the possibility of annihilation. The high-energy neutrinos
(E ∼ mWIMP) from these annihilations can free-stream through the astrophysical body and emerge
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Figure 8.4: Dependence of the measured day/night asymmetry (fitted day/night amplitude times the ex-
pected day/night asymmetry in red) on ∆m2

21, for sin2 θ12 = 0.314 and sin2 θ13 = 0.025. The 1σ statistical
uncertainties from the recent measurements by SK are given by the light grey band. The additional dark grey
width to the band shows the inclusion of the systematic uncertainties. Overlaid are the 1σ allowed ranges
from the solar global fit (solid green) and the KamLAND experiment (dashed blue). Figure is from [76].

roughly unaffected, although oscillation and matter effects can slightly alter the energy spectrum.
Neutrinos produced via the nuclear-fusion processes in the Sun have energies close to 1 MeV,
much lower than likely DM-decay neutrino energies.

The LBNE far detector’s large mass and directional tracking capabilities will enable it to
act as a neutrino telescope and search for neutrino signals produced by annihilations of dark
matter particles in the Sun and/or the core of the Earth. Detection of high-energy neutrinos
coming exclusively from the Sun’s direction, for example, would provide clear evidence of
dark matter annihilation [320].

IMB [321], IceCube [322] and SK, all water Cherenkov-based detectors, have searched for sig-
nals of DM annihilations coming from these sources, so far with negative results. A LArTPC can
provide much better angular resolution than can water Cherenkov detectors, therefore providing
better separation of the directional solar WIMP signal from the atmospheric-neutrino background.
More thorough studies [323] are needed to determine whether LBNE could provide a competitive
detection of dark matter.
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8.3 Supernova Relic Neutrinos

Galactic supernovae are relatively rare, occurring somewhere between one and four times a cen-
tury (Chapter 6). In the Universe at large, however, thousands of neutrino-producing explosions
occur every hour. The resulting neutrinos — in fact most of the neutrinos emitted by all the su-
pernovae since the onset of stellar formation — suffuse the Universe. Known both as supernova
relic neutrinos (SRN) and as the diffuse supernova-neutrino background (DSNB), their energies are
in the few-to-30−MeV range. SRN have not yet been observed, but an observation would greatly
enhance our understanding of supernova-neutrino emission and the overall core-collapse rate.

A liquid argon detector such as LBNE’s far detector is sensitive to the νe component of
the diffuse relic supernova-neutrino flux, whereas water Cherenkov and scintillator detec-
tors are sensitive to the νe component. However, backgrounds in liquid argon are as yet
unknown, and a huge exposure (>500 kt · years) would likely be required for observation.
Given a detector of the scale required to achieve these exposures (50 kt to 100 kt) together
with tight control of backgrounds, LBNE — in the long term — could play a unique and
complementary role in the physics of relic neutrinos.

In the current LBNE design, the irreducible background from solar neutrinos will limit the search
for these relic neutrinos to an energy threshold greater than 18 MeV. Similarly, a search for relic an-
tineutrinos is limited by the reactor-antineutrino background to a threshold greater than ∼10 MeV.
The lower threshold and the smaller average νe energy relative to that for νe (Figure 8.5) leads to
the need for a larger detector mass.

A small but dedicated industry devotes itself to trying to predict the flux of these relic supernova
neutrinos here on Earth [324,325,326,327,328,329,330,331]. Examples of two different predicted
SRN spectra are shown in Figure 8.5, along with some of the key physics backgrounds from other
neutrino sources.

In the LBNE LArTPC, relic supernova electron neutrinos would be detected primarily via the CC
process as described by Equation 8.1. The electron track should be accompanied by evidence of
ionization from the de-excitation of the potassium, e.g., shorter tracks sharing a common vertex;
this is expected to help reduce backgrounds, but a detailed study has not yet been undertaken.
In water Cherenkov and scintillator detectors, it is the νe SRN flux that is detected through the
process of inverse-beta decay. Unlike inverse-beta decay, for which the cross section is known to
the several-percent level in the energy range of interest [332,333], the cross section for neutrino
interactions on argon is uncertain at the 20% level [334,335,336]. Another limitation is that the
solar hep neutrinos (defined in Figure 8.1), which have an endpoint at 18.8 MeV, will determine
the lower bound of the SRN search window (∼ 16 MeV). The upper bound is determined by the
atmospheric νe flux as shown in Figure 8.5 and is around 40 MeV. Although the LArTPC provides
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Figure 8.5: Predicted relic supernova νe spectra from two different models (red and blue) and some key
neutrino backgrounds: 8B solar νe (green), hep solar νe (cyan) and atmospheric νe (magenta).

a unique sensitivity to the νe component of the SRN flux, early studies indicate that due to this
lower bound of ∼16 MeV, LBNE would need a huge mass of liquid argon — of order 100 kt — to
get more than 4σ evidence for the diffuse supernova flux in five years [337]. The expected number
of relic supernova neutrinos, NSRN, that could be observed in a 100−kt LArTPC detector in five
years [337] assuming normal hierarchy is:

NSRN = 57± 12, 16 MeV ≤ Ee ≤ 40 MeV, (8.2)

where Ee is the energy of the electron from the CC interaction as shown in Equation 8.1. The
estimate of the SRN rate in Equation 8.2 has a weak dependence on the value of sin2 θ13. The
above calculation is valid for values of sin2 θ13 > 10−3. The main challenge for detection of
such a low rate of relic neutrinos in a LArTPC is understanding how much of the large spallation
background from cosmic-ray interactions with the heavy argon nucleus (some of which are shown
in Figure 6.8) leaks into the SRN search window.

8.4 GUT Monopoles

Searches for massive, slow-moving magnetic monopoles produced in the early Universe continue
to be of pressing interest. Magnetic monopoles left over from the Big Bang are predicted by Grand
Unified Theories, but to date have not been observed. Because of the very large masses set by the
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Figure 8.6: Illustration of a proton decay into a positron and a neutral pion catalyzed by a GUT monopole
from [341].

GUT scale, these monopoles are normally non-relativistic, however searches for relativistic and
ultra-relativistic monopoles are also of interest.

Relativistic monopoles are expected to be heavily ionizing, and hence best suited for detection in
the large-area, neutrino-telescope Cherenkov detectors deployed in natural bodies of water or ice
(e.g., [338,339]). With its much smaller active area, LBNE will most likely not be competitive in
searches for fast monopoles.

Massive GUT monopoles are postulated to catalyze nucleon decay (Figure 8.6). It is possible that
large underground detectors could detect this type of signal from transiting monopoles [340,341]
via a signature consisting of multiple proton decays concurrent with the monopole’s passage
through the detector. Proton decay catalyzed by magnetic monopoles may be easier to observe in
a LArTPC due to its superior imaging capability as compared to Cherenkov detectors, namely its
high detection efficiency for a wider variety of proton decay modes, and its low energy thresholds.
Whether these features are sufficient to overcome the limitation of smaller detector area relative to
the very large neutrino telescopes has yet to be studied.

It should also be possible for LBNE to detect slow-moving monopoles via time-of-flight mea-
surements, thereby eliminating reliance on the assumption of a proton-decay catalysis signature.
The most stringent limits from direct searches for GUT monopoles with velocities in the range
4 × 10−5 < β < 1 have been obtained by the MACRO experiment [342], which has excluded
fluxes at the level of 1.4× 10−16 cm−2 s−1 sr−1. These limits probe the flux region just beyond that
excluded by the existence of the galactic magnetic field (as characterized in variants of the Parker
Bound).

The LBNE LArTPC far detector provides an opportunity to extend the reach of direct searches for
slow monopoles, thanks to excellent timing and ionization measurement capabilities. Quantitative
studies of sensitivity have yet to be carried out, but it is likely that the full-scope LBNE far detector
will exceed the 10,000 m · sr isotropic-flux acceptance of MACRO.
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8.5 Neutron-Antineutron Oscillations (∆B = 2)
Some Grand Unified Theories suggest the existence of double baryon-number-violating transitions
that change nucleons into antinucleons [343]. The nucleon-antinucleon annihilation resulting from
such a transition would provide an unmistakable signal in the LBNE LArTPC.

The imaging properties of the detector — superior to those of water detectors — would enable
observation of nucleon annihilation final states in which the signal is broadened by the mix of
charged and neutral hadrons. This signal could, however, be suppressed in a LArTPC if the neutron-
to-antineutron transition rate is suppressed for bound neutrons due to interactions with the other
nucleons.

8.6 Geo and Reactor νe’s
Electron antineutrinos (νe’s) produced by radioactive decays of the uranium, thorium and potas-
sium present in the Earth are referred to as geo-antineutrinos. Decays of these three elements
are currently understood to be the dominant source of the heat that causes mantle convection, the
fundamental geological process that regulates the thermal evolution of the planet and shapes its sur-
face. Detection of these geo-antineutrinos near the Earth’s surface can provide direct information
about the deep-Earth uranium and thorium content.

Geo-antineutrino energies are typically below 3.5 MeV. Reactor antineutrinos are somewhat more
energetic, up to 8 MeV.

In a LArTPC, electron antineutrinos can in principle be detected by argon inverse-beta decay,
represented by

νe + 40Ar→ 40Cl∗ + e+. (8.3)

However, the threshold for this reaction is about 8.5 MeV, leading to the conclusion that an 40Ar
detector cannot use this method to detect either geo-antineutrinos or reactor antineutrinos.

Interaction via elastic scattering with electrons, another potential avenue, presents other obstacles.
Not only are the recoil electrons from this interaction produced at very low energies, but solar
neutrinos scatter off electrons and form an irreducible background roughly a thousand times larger
than the geo-antineutrino signal. Although LBNE’s location far away from any nuclear reactors
leaves only a small reactor-antineutrino background and is thus favorable for geo-antineutrino
detection, another detector technology (e.g., liquid scintillator) would be required to do so.
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9

Summary and
Conclusion

The preceding chapters of this document describe the design of the Long-Baseline Neutrino Ex-
periment, its technical capabilities, and the breadth of physics topics at the forefront of particle
and astrophysics the experiment can address. This chapter concludes the document with several
discussions that look forward in time, specifically:

◦ a consideration of how the design and construction of the LBNE experiment might unfold
from this point on for a general class of staging scenarios,

◦ a summary of the grand vision for the science of LBNE and its potential for transformative
discovery,

◦ a summary of the compelling reasons — such as LBNE’s current advanced state of technical
development and planning, and its alignment with the national High Energy Physics (HEP)
program — for which LBNE represents the world’s best chance for addressing this science
on a reasonable timescale,

◦ comments on the broader impacts of LBNE, including the overarching benefits to the field
of HEP, both within and beyond the U.S. program.

9.1 LBNE Staging Scenarios and Timeline

With DOE CD-1 (“Alternate Selection and Cost Range”) approval in hand, the LBNE
Project is working toward its technical design specifications, including detailed costs and
schedule, in preparation for CD-2 (“Performance Baseline”). It should be noted that the
Project already has fully developed schedules for both the CD-1 scope (10−kt far detector
on the surface at the Sanford Underground Research Facility, no near neutrino detector),
and for the full-scope (34−kt far detector located deep underground and near neutrino de-
tector) for the scenario of funding solely from DOE. Partnerships with non-DOE groups
are being sought to enable the construction of LBNE with a near neutrino detector and an
underground far detector mass greater than 10 kt in the first phase.

Section 1.2.3 described the substantial progress that has been achieved so far toward making LBNE
a fully international project. While the specific form and timing of contributions from new partners
are not yet known, there are several plausible scenarios in which the Project can be implemented to
accommodate non-DOE contributions. A review of the DOE project milestones, indicating where
flexibility and potential for incorporating non-DOE contributions exist, provides a starting point.
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DOE-funded projects are subject to several critical decision (CD) milestones as shown in Fig-
ure 9.1 and explained in DOE Order O 413.3B [344]. At CD-2 the first-phase LBNE Project will

Figure 9.1: Typical DOE Acquisition Management System for line item capital asset projects [344].

be baselined. Currently, the timescale for CD-2 is projected to be toward the end of FY 2016, al-
though the DOE has indicated flexibility in the project approval process specifically to allow for
incorporation of scope changes enabled by additional partners. For example, it has been suggested
that the design and construction approval for different portions of the Project can be approved at
different times to facilitate proper integration of international partners. It is also expected that CD-
3a approval (start of construction/execution) may take place for some parts of the Project before
CD-2, thereby authorizing expenditures for long-leadtime components and construction activities,
such as the advanced site preparation at Fermilab for the new beamline. The CD-4 milestone (com-
pletion of the construction project and transition to experiment operations) is currently projected
for 2025. However, it is expected that commissioning and operations for LBNE will have started
approximately a year before CD-4, which is considered the formal termination of the construction
project.

The actual timeframe for achieving LBNE science goals will depend on the manner in which
a complex sequence of developments takes place, including the actions of partners as well as
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implementation of the milestones above for the DOE-funded elements of the Project. Various
scenarios for incorporating contributions from new partners/sources of funding have been iden-
tified [345].

Using the current understanding of DOE funding profiles, we outline one plausible long-
term timeline that integrates evolution of LBNE detector mass with development of the
Fermilab accelerator complex (i.e., PIP-II) and contributions from non-DOE partners. Im-
plicit in this timeline is an assumption that agreements with new partners be put in place on
a timescale of three years (by 2017). In this scenario, the milestones that bear on the physics
are as follows:

1. LBNE begins operation in 2025 with a 1.2−MW beam and a 15−kt far detector.
(In such a scenario, a significant fraction of the far detector mass might be provided
in the form of a standalone LArTPC module developed, funded, and constructed by
international partners.)

2. Data are recorded for five years, for a net exposure of 90 kt ·MW · year.

3. In 2030, the LBNE far detector mass is increased to 34 kt, and proton beam power is
increased to 2.3 MW.

4. By 2035, after five years of additional running, a net exposure of 490 kt ·MW · year
is attained.

Physics considerations will dictate the desired extent of operation of LBNE beyond 2035.

This very coarse timeline is indicative of the degree of flexibility available for the staging of various
elements of LBNE. For example, near detector construction (and the corresponding funding) could
be undertaken by partners outside the U.S., on a timescale driven by the constraints they face, and
could be completed somewhat earlier or later than the far detector or beamline.

With this timeline as a guide, the discussion of LBNE physics milestones can be anchored by
plausible construction scenarios.
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9.2 Science Impact

While considering the practical challenges implicit in the discussion in Section 9.1 for the realiza-
tion of LBNE, it is important to reiterate the compelling science motivation in broad terms.

The discovery that neutrinos have mass constitutes the only palpable evidence within the body
of particle physics data that the Standard Model of electroweak and strong interactions does not
describe all observed phenomena. In the Standard Model, the simple Higgs mechanism — now
confirmed with the observation of the Higgs boson — is responsible for quark as well as lepton
masses, mixing and CP violation. Puzzling features such as the extremely small masses of neutrinos
compared to other fermions and the large extent of mixing in the lepton sector relative to the quark
sector, suggest that new physics not included in the current Standard Model is needed to connect
the two sectors. These discoveries have moved the study of neutrino properties to the forefront of
experimental and theoretical particle physics as a crucial tool for understanding the fundamental
nature and underlying symmetries of the physical world.

The measurement of the neutrino mass hierarchy and search for CP violation in LBNE will
further clarify the pattern of mixing and mass ordering in the lepton sector and its relation
to the patterns in the quark sector. The impact of exposures of 90 kt ·MW · year (2030)
and 490 kt ·MW · year (2035) for Mass Hierarchy and CP-violation signatures is easily
extracted from Figure 4.16. Should CP be violated through neutrino mixing effects, the
typical signal in LBNE establishing this would have a significance of at least three (2030)
and five standard deviations (2035), respectively for 50% of δCP values (and greater than
three standard deviations for nearly 75% of δCP by 2035). In such a scenario, the mass
hierarchy can be resolved with a sensitivity for a typical experiment of

√
∆χ2 ≥ 6 for 50%

(100%) of δCP by 2030 (2035).

If CP is violated maximally with a CP phase of δCP ∼ −π/2 as hinted at by global analyses
of recent data [69], the significance would be in excess of 7σ. This opportunity to establish the
paradigm of leptonic CP violation is highly compelling, particularly in light of the implications for
leptogenesis as an explanation for the Baryon Asymmetry of the Universe (BAU). With tight con-
trol of systematic uncertainties, additional data taking beyond 2035 would provide an opportunity
to strengthen a marginally significant signal should δCP take a less favorable value.

Similarly, the typical LBNE data set will provide evidence for a particular mass ordering by 2030
in the scenario described in Section 9.1, and will exclude the incorrect hypothesis at a high degree
of confidence by 2035, over the full range of possible values for δCP, θ23 and the mass ordering
itself. In addition to the implications for models of neutrino mass and mixing directly following
from this measurement, such a result could take on even greater importance. Should LBNE exclude
the normal hierarchy hypothesis, the predicted rate for neutrinoless double-beta decay would then
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be high enough so as to be accessible to the next generation of experiments [346]. A positive result
from these experiments would provide unambiguous — and exciting — evidence that neutrinos
are Majorana particles∗, and that the empirical law of lepton number conservation — a law lacking
deeper theoretical explanation — is not exact. Such a discovery would indicate that there may be
heavier sterile right-handed neutrinos that mix with ordinary neutrinos, giving rise to the tiny ob-
served neutrino masses as proposed by the seesaw mechanism [67]. On the other hand, a rejection
of the normal neutrino mass hierarchy by LBNE coupled with a null result from the next genera-
tion of neutrinoless double-beta decay experiments would lead to the conclusion that neutrinos are
purely Dirac particles. This would be a profound and astonishing realization, since it is extremely
difficult theoretically to explain the tiny masses of Dirac neutrinos. High-precision neutrino os-
cillation measurements carried out by LBNE beyond 2035 may provide evidence for Majorana
neutrino mass effects that are outside of the ordinary Higgs mechanism or for new interactions that
differentiate the various neutrino species.

Within the program of underground physics, LBNE’s most exciting milestones would correspond
to observations of rare events. By 2035, LBNE will have been live for galactic supernova neutrino
bursts for ten years in the above scenario. Such an event would provide a spectacular data set that
would likely be studied for years and even decades to follow.

For proton decay, the net exposure obtained by 2035 in the above scenario also provides a com-
pelling opportunity. A partial lifetime for p → K+ν of 1 × 1034 years, beyond the current limit
from Super-Kamiokande by roughly a factor of two, would correspond to six candidate events
in LBNE by 2035, with 0.25 background events expected. Running for seven more years would
double this sample. (Similarly, one should not ignore the corresponding value of an LBNE con-
struction scenario that has a larger detector mass operating from the start, in 2025). With careful
study of backgrounds, it may also be possible to suppress them further and/or relax fiducial cuts to
gain further in sensitivity.

Finally, the proposed high-resolution near detector, operating in the high-intensity LBNE neutrino
beam, will not only constrain the systematic errors that affect the oscillation physics but will also
conduct precise and comprehensive measurements of neutrino interactions — from cross sections
to electroweak constants.

9.3 Uniqueness of Opportunity

Considering the time and overall effort taken to reach the current state of development of LBNE,
it will be challenging for alternative programs of similarly ambitious scope to begin operation be-
fore 2025, particularly in light of the current constrained budget conditions in HEP. It should be
noted that similar-cost alternatives for the first phase of LBNE utilizing the existing NuMI beam

∗A Majorana particle is an elementary particle that is also its own antiparticle
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were considered during the reconfiguration exercise in 2012 [25]. The panel concluded that none
of these alternatives presented a path toward an experiment capable of a CP-violation signal of
5σ. Furthermore, a large water Cherenkov far detector option for LBNE was carefully considered
prior to selection of the LArTPC technology [347]. While both detector options are capable of sat-
isfying the scientific requirements, the LArTPC was judged to have a better potential for scientific
performance while also presenting the attraction of an advanced technological approach.

In the broader context of planned experimental programs with overlapping aims for portions of the
LBNE science scope, it must be recognized that progress will be made toward some of these during
the period before LBNE operations commence. For example, indications for a preferred neutrino
mass ordering may emerge from currently running experiments and/or from dedicated initiatives
that can be realized on a shorter timescale. Global fits will continue to be done to capitalize, to
the extent possible, on the rich phenomenology of neutrino oscillation physics where disparate
effects are intertwined. At the same time, each experimental arena will be subject to its own set of
systematic uncertainties and limitations.

It is in this sense that the power of LBNE is especially compelling. LBNE will on its own be able
to measure the full suite of neutrino mixing parameters, and with redundancy in some cases. To
use the MH example just given, it is notable that LBNE will have sensitivity both with beam and
atmospheric neutrinos. Control of the relative νµ/νµ content of the beam as well as the neutrino
energy spectrum itself, provides additional handles and cross-checks absent in other approaches.

9.4 Broader Impacts

9.4.1 Intensity Frontier Leadership

The U.S. HEP community faces serious challenges to maintain its vibrancy in the coming decades.
As is currently the case with the LHC, the next-generation energy frontier facility is likely to be
sited outside the U.S. It is critical that the U.S. host facilities aimed at pursuing science at the
HEP scientific frontiers (Figure 3.1), the lack of which could result in erosion of expertise in key
technical and scientific sectors (such as accelerator and beam physics).

LBNE represents a world-class U.S.-based effort to address the science of neutrinos with
technologically advanced experimental techniques. By anchoring the U.S. Intensity Frontier
program [348], LBNE provides a platform around which to grow and sustain core infras-
tructure for the community. Development of the Fermilab accelerator systems, in particular,
will not only advance progress toward achieving the science goals of LBNE, it will also
greatly expand the capability of Fermilab to host other key experimental programs at the
Intensity Frontier.
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9.4.2 Inspirational Project for a New Generation

Attracting young scientists to the field demands a future that is rich with ground-breaking scientific
opportunities. LBNE provides such a future, both in the technical development efforts required and
its physics reach. The unparalleled potential of LBNE to address fundamental questions about the
nature of our Universe by making high-precision, unambiguous measurements with the ambitious
technologies it incorporates will attract the best and brightest scientists of the next generation to
the U.S. HEP effort.

A young scientist excited by these prospects can already participate in current experiments — some
of which use medium-scale LArTPCs — and make contributions to leading-edge R&D activities
that provide important preparation for LBNE, both scientifically and technically.

9.5 Concluding Remarks

Understanding the fundamental nature of fermion flavor, the existence of CP violation in
the lepton sector and how this relates to the Baryon Asymmetry of the Universe; knowing
whether proton decay occurs and how; and elucidating the dynamics of supernova explo-
sions all stand among the grand scientific questions of our times. The bold approach adopted
for LBNE provides the most rapid and cost-effective means of addressing these questions.
With the support of the global HEP community, the vision articulated in this document
can be realized in a way that maintains the level of excitement for particle physics and the
inspirational impact it has in the U.S. and worldwide.
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Appendix
A

LBNE Detector Simulation
and Reconstruction

A 10−kt or larger LArTPC far detector fulfills the high-mass requirement for LBNE and provides
excellent particle identification with high signal-selection efficiency (≥ 80%) over a wide range
of energies. The far detector is described in detail in the LBNE Conceptual Design Report Vol-
ume 1 [29] and briefly in Section 3.6 of this document. This appendix summarizes the status of the
LBNE LArTPC simulation and reconstruction efforts and their expected performance.

A.1 Far Detector Simulation

A.1.1 Tools and Methods

In the full simulation of the far detector, neutrino interactions are simulated with Geant4 [132]
using the LArSoft [220] package. LArSoft is being developed to provide an integrated, experiment-
agnostic set of software tools to perform simulation, data reconstruction and analysis for LArTPC
neutrino experiments. Individual experiments provide experiment-specific components including
a detector geometry description and analysis code, and they contribute to the LArSoft software
development itself.

LArSoft is based on art [349], an event-processing framework developed and supported by the
Fermilab Scientific Computing Division. Art is designed to be shared by multiple experiments
and is currently used by several intensity frontier experiments, including NOνA, Mu2e, Micro-
BooNE [350] and ArgoNeuT [351]. The last two have liquid argon TPC-based detectors and thus
share many simulation and reconstruction requirements with LBNE. Reconstruction algorithms
developed in LArSoft for the ArgoNeuT and MicroBooNE experiments can readily benefit LBNE.
Examples of neutrino beam interactions in a LArTPC obtained from the LArSoft package using
the MicroBooNE detector geometry are shown in Figure A.1.

The LBNE far detector geometries currently available in LArSoft are the LBNE 10−kt surface
detector and the 34−kt underground detector. Also included is geometry for a 35−t prototype that
LBNE has constructed at Fermilab∗. The LBNE far detector geometry description is generated in
a flexible way that allows the simulation of various detector design parameters such as the wire
spacing and angles, drift distances, and materials. The photon-detector models are based on the
design that uses acrylic bars coated with wavelength-shifting tetraphenyl butadiene (TPB), read
out with silicon photomultiplier tubes (SiPMs).

Geant4 is used to simulate particles traveling through the active and inactive detector volumes

∗One of the goals of the 35−t prototype is to test key elements of the TPC module design for the 10−kt and 34−kt
detectors including the wrapped wire planes and drift distances.
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Figure A.1: Examples of neutrino beam interactions in a LArTPC obtained from a Geant4 simulation [220].
A νµ-CC interaction with a stopped µ followed by a decay Michel electron (top), a νe-CCQE interaction
with a single electron and a proton (middle), and an NC interaction which produced a π0 that then decayed
into two γ’s with separate conversion vertices (bottom).
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and the surrounding materials such as the cryostat and rock. The tens of thousands of photons
and electrons produced (by the ionization of the argon) per MeV deposited are simulated using
a parameterization rather than a full Geant4 Monte Carlo, as tracking them individually would
be prohibitive. The drifting electrons are modeled as many small clouds of charge that diffuse
as they travel toward the collection wires. The response of the channels to the drifting electrons
is parameterized as a function of drift time, with a separate response function for collection and
induction wires. The signals on the induction-plane wires result from induced currents and are thus
bipolar as a function of time as charge drifts past the wires, while the signals on the collection-
plane wires are unipolar. The response functions include the expected response of the electronics.
Noise is simulated using a spectrum measured in the ArgoNeuT detector. The decays of 39Ar are
included, but some work is required to make them more realistic.

For the 10−kt far detector, a 1.5-ms readout of the TPC signals at 2 MHz gives a simulated data
volume of just under 2 GB per event. If the readout is extended to include the beam window, then
in order to collect charge deposited by cosmic rays (which would otherwise be partially contained),
a greater data volume will be required. To reduce the data volume and speed up the calculation,
long strings of consecutive ADC counts below a settable threshold are suppressed in the readout.
Huffman coding of the remaining data is included in the digitization [352].

The photon-detection system likewise requires a full Monte Carlo simulation. Photons propagating
from the TPC to the acrylic bars have been fully simulated using Geant4, and their probabilities of
striking each bar (as a function of the emission location and the position along the bar at which the
photon strikes) have been computed. Smooth parameterizations of these functions are currently
used in the simulation to compute the average number of photons expected to strike a bar (as a
function of position along it). Given the current design of the optical detectors, approximately 2-
3% of VUV (vacuum ultraviolet) photons produced uniformly in the fiducial detector volume strike
the bars. This low number is largely due to the small fraction of the total area in contact with the
argon that is represented by the bars, and the low reflectivity of the stainless steel cathode planes,
the field cage and the CuBe wires.

A second function is used to parameterize the attenuation of light within the bar as a function of
position along the bar. The total response of a SiPM to light produced in the detector is the prod-
uct of the number of photons produced, the probability of the photons to survive propagation, the
interaction with the wavelength shifter (commonly called downconversion), the attenuation in the
bar, and the detection efficiency of the SiPM. This product is used as the mean of a Poisson distri-
bution from which the number of photoelectrons is randomly drawn to simulate the measurement
of the SiPM. Measured waveforms for cold SiPMs are used in simulating the digitized response.
Measurements in prototype dewars will be used to normalize the yield for signals in the SiPMs as
a function of the incident location of the VUV photon on the bar. The NEST [353] model, which
describes the conversion of ionization energy into both electrons and photons in an anticorrelated
manner, and which has been shown to model a large range of data from noble liquid detectors, is
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currently being incorporated into the LBNE detector simulation.

A variety of event generators are available for use in the simulation. Neutrino hard-scattering in-
teractions and subsequent nuclear breakup are simulated using GENIE [133], though the use of
other generators is possible. Cosmic rays are simulated with CRY [354]. Single particles can be
generated one at a time, and general text-file interfaces are available allowing arbitrary generators
to be used without linking them with LArSoft.

Currently, samples of single electrons, muons, charged and neutral pions, protons and tau leptons
have been generated and simulated using the 10−kt surface geometry and the 35-ton geometry,
though without photon-detector simulation. These samples are being used to develop reconstruc-
tion algorithms.

Planned improvements to the simulation include creating an interface to a calibration database,
updating the response functions with measured responses from MicroBooNE, which uses an elec-
tronics design very similar to that of LBNE, simulating the effects of space-charge buildup in the
drift volume, and creating more detailed maps of the drift in the gaps between the APAs and the
charge that is deposited between the wire planes.

A.1.2 Low-Energy Neutrino-Response Studies with LArSoft

Work is currently underway using the LArSoft simulation package to characterize low-energy re-
sponse for realistic LBNE detector configurations. Figure A.2 shows a sample 20−MeV event
in the LBNE 35−t prototype geometry simulated with LArSoft. So far, most studies have been
done with the MicroBooNE geometry, with the results expected to be generally applicable to the
larger LBNE detector. For a preliminary understanding of achievable energy resolution, isotropic
and uniform monoenergetic electrons with energies of 5-50 MeV (which should approximate the
νe-CC electron products) were simulated and reconstructed with the LArSoft package. The charge
of reconstructed hits on the collection plane was used to reconstruct the energy of the primary
electrons. (Induction-plane charge as well as track-length-based reconstruction were also consid-
ered, but with inferior results). Figure A.3 shows the results. A correction to compensate for loss
of electrons during drift, Qcollection = Qproduction × e−Tdrift/Telectron (where Tdrift is the drift time of
the ionization electrons, and Telectron is the electron lifetime), using Monte Carlo truth to evaluate
Tdrift, improved resolution significantly. This study indicated that photon time information will be
valuable for low-energy event reconstruction. Some of the resolution was determined to be due
to imperfect hit-finding by the nominal reconstruction software. A tuned hit-finding algorithm did
somewhat better (Figure A.3), and further improvements for reconstruction algorithms optimized
for low-energy events are expected.

Also under study is the potential for tagging νe-CC absorption events (νe+40Ar→ e−+40K∗) using
the cascade of de-excitation γ rays, which should serve the dual purposes of rejecting background
and isolating the CC component of the signal.
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Figure A.2: Raw event display of a simulated 20−MeV event in the LBNE 35−t prototype; the top panel
shows the collection plane, and the lower two panels show the induction planes (with multiple images due
to wire wrapping). The bottom panel shows a zoom of the collection plane image.

A.2 Far Detector Reconstruction

The first stage of reconstruction of TPC data is unpacking and deconvoluting the electronics and
field response of the wire planes. The deconvolution function includes a noise filter that currently
is parameterized with ArgoNeuT’s noise, but will be tuned for the eventual noise observed in the
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Figure A.3: Left: Comparison of energy resolution (defined as σ/E, where σ is the spread of the collection-
plane-charge-based event energy E for a monoenergetic electron), with and without electron-lifetime cor-
rection, as a function of electron energy. The blue curve is the energy resolution of isotropic and uniform
electrons without electron-lifetime correction. The red curve is the energy resolution with electron-lifetime
correction based on MC truth. Right: Comparison of energy resolution before and after tuning the recon-
struction algorithm (for fixed position/direction electron events).

LBNE detector. The deconvolution makes sharp, unipolar pulses from the bipolar induction-plane
signals and also sharpens the response to collection-plane signals. Hits are then identified in the
deconvoluted signals by fitting Gaussian functions, allowing for sums of several overlapping hits
in each cluster. In LBNE, because of the large quantity of channels in the far detector, any ineffi-
ciency in CPU and memory is magnified. Improvements in the memory-usage efficiency relative
to the ArgoNeuT and MicroBooNE implementations have been realized by rearrangement of the
processing order and limiting the storage of the intermediate uncompressed raw data and the de-
convoluted waveforms.

After signal deconvolution, line-finding and clustering based on a Hough transform in two di-
mensions is done using an algorithm called fuzzy clustering [355]. This clustering is performed
separately on data from each induction plane. Since the hit data on LArTPCs are inherently 2D —
wire number and arrival time of the charge — the location of the initial ionization point has a 2D
ambiguity if the deposition time is unknown. For beam events, the t0 is known, and thus only a 1D
ambiguity remains; this 1D ambiguity is broken by angling the induction-plane wires relative to
the collection-plane wires, in order to measure the y location of the hits for which t (thus x) and z
are known. For (non-beam) cosmic-ray signals which arrive uniformly in time, the photon system
provides t0. After clustering, 3D track-fitting is performed using a Kalman filter [356]. Dedicated
algorithms have been developed to optimize electromagnetic shower reconstruction and energy
resolution.

LBNE poses a unique challenge for reconstruction because the induction-plane wires wrap around
the edges of the APA frames. This introduces discrete ambiguities that are not present in other
LArTPC designs. Whereas a hit on a collection-plane wire identifies uniquely the side of the APA
from which it came, this is not known for a hit on an induction-plane wire. The angles between
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the U and V plane wires are slightly different from 45◦ and from each other in order to break
the ambiguities. A combinatoric issue arises, however, if many hits arrive on different wires at
nearly the same time, for instance when a track, or even a track segment, propagates in a plane
parallel to the wire planes (i.e., at constant drift distance). Showers will also contain many hits
on different wires that arrive at similar times. Hits that arrive at different times can be clustered
separately in the Z, U , and V views without ambiguity, while hits that arrive at similar times must
be associated using a topological pattern-recognition technique. LBNE is developing a version of
the fuzzy clustering tool for use as a pattern-recognition step to allow association of Z, U and V
hits, a step that is needed to assign the correct y position to a track segment or portion of a cluster.
This process is called disambiguation of the induction hits. Misassignment can affect particle-
ID performance and reconstructed-energy resolution because fully contained tracks may appear
partially contained and vice versa. After disambiguation has been performed, standard track, vertex
and cluster reconstruction algorithms are applied.
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Figure A.4: PANDORA’s 2D clusterings of hits created by the particles in two CC neutrino interactions in
liquid argon. Panel (a) shows a 4−GeV νe interaction, and panel (b) shows an 18−GeV νµ interaction. The
colors indicate the clusters into which PANDORA has divided the hits, and the particle labels are from the
MC truth.

A promising suite of algorithms for event reconstruction is provided by the PANDORA toolkit [357],
which provides a framework for reconstruction algorithms and visualization tools. Currently it is
being used to develop pattern-recognition algorithms and to reconstruct primary vertices. PAN-
DORA’s pattern-recognition algorithm merges hits based on proximity and pointing to form 2D
clusters. Vertices are then identified from the clusters that best connect to the same event. Clus-
ters that best correspond to particles emitted from the primary vertex are identified in 2D. These

The Long-Baseline Neutrino Experiment



220 A LBNE Detector Simulation and Reconstruction

particle candidates are then used to seed 3D reconstructed particles, and a 3D primary vertex is
identified. Examples of PANDORA’s 2D clustering are shown in Figure A.4 for two simulated CC
neutrino-scattering events. Figure A.5 shows the primary vertex spatial resolution in 3D with well-
contained simulated beam-neutrino events, using the nominal LBNE spectrum and MicroBooNE
geometry.
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Figure A.5: Distributions of the residuals between the reconstructed and the Monte Carlo true locations
of primary vertices in neutrino interactions in the MicroBooNE geometry using the LBNE beam spectrum.
The x axis is oriented along the drift field, the y axis is parallel to the collection-plane wires, and the z axis
points along the beam direction.

A.3 Fast Monte Carlo
The LBNE full Monte Carlo (MC) simulation will use a Geant4 simulation of the beamline to
estimate the neutrino flux, a neutrino interaction generator (e.g., GENIE), and detailed detector
simulation that mimics the real detector output for data events. Both data and MC will have the
same reconstruction algorithms applied to produce quantities that will be used to analyze the data.
The full MC detector simulation and reconstruction algorithms are still under development. Due to
their detailed nature, these algorithms are CPU-intensive and time-consuming to run.

In parallel, a Fast Monte Carlo simulation has been developed and is available for use in place
of the full MC to explore long-baseline physics analysis topics. A preliminary version of the Fast
MC is currently available. Results from the latest detector simulations and advancements in recon-
struction algorithms are actively being incorporated to improve the physics models and detector
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parameterization. Because the Fast MC replaces CPU-intensive portions of the full MC simulation
with a fast parameterized model, it offers a quick, dynamic alternative which is useful for trying
out new ideas before implementing them in the full MC. This usefulness is expected to remain
even after the full MC simulation is mature.

To accurately approximate a full MC simulation, the Fast MC combines the Geant4 LBNE beam-
line flux predictions, the GENIE event interaction generator, and a parameterized detector response
that is used to simulate the measured (reconstructed) energy and momentum of each final-state par-
ticle. The simulated energy deposition of the particles in each interaction is then used to calculate
reconstructed kinematic quantities (e.g., the neutrino energy), and classify the type of neutrino
interaction, including backgrounds and misidentified interactions.

The Fast MC is designed primarily to perform detailed sensitivity studies that allow for the prop-
agation of realistic systematic uncertainties. It incorporates effects due to choices of models and
their uncertainties and design decisions and tolerances. The neutrino flux predictions, the neutrino-
interaction cross-section models, and the uncertainties related to these are also incorporated. The
parameterized detector response is informed by Geant4 simulations of particle trajectories in liq-
uid argon, by studies of detector response simulation in MicroBooNE [350], results reported by
the ICARUS Collaboration, and by the expected LBNE detector geometry. The realistic parame-
terization of reconstructed energy and angle resolution, missing energy, and detector and particle
identification acceptances provide a simulation that respects the physics and kinematics of the
interaction and allows for propagation of model changes to final-state reconstructed quantities.

Future efforts will allow for propagation of uncertainties in detector effects and of detector design
choices. It should be noted that the same GENIE files generated for the Fast MC can be used as
inputs for the full detector simulation and the results of the two simulations can be compared both
on an event-by-event basis and in aggregate. Studies of this nature can be used to tune the Fast MC
and to cross-check the full simulations.

In the current configuration of the Fast MC, GENIE generates interactions on 40Ar nuclei with neu-
trinos selected from the energy spectra predicted by the Collaboration’s Geant4 flux simulations
(described in Section 3.4). For each interaction simulated in GENIE, a record of the interaction
process, its initial kinematics, and the identity and four-momenta of the final-state particles is pro-
duced. The parameterized detector response applies spatial and energy/momentum smearing to
each of the final-state particles based on the particle properties and encoded detector-response pa-
rameters. Detection thresholds are applied to determine if a final-state particle will deposit energy
in the detector and if that energy deposition will allow for particle identification. The detector re-
sponses for neutrons and charged pions account for a variety of possible outcomes that describe
the way these particles deposit energy in the detector. Neutral pions are decayed into two photons.
Their conversion distance from the point of decay determines the starting position of the resulting
electromagnetic showers. This distance is chosen from an exponential distribution with a charac-
teristic length based on the radiation length of photons in liquid argon. Tau leptons are also decayed
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by the Fast MC and their decay products are dealt with appropriately. The spatial extent of tracks
and showers in liquid argon is simulated in Geant4 and encoded as a probability distribution func-
tion (PDF) or parameterization. Combined with vertex placement in a fiducial volume, the fraction
of particle energy and/or track length visible in the detector is determined.

Once the Fast MC reconstructs the kinematics of the event (Eν , Ehad, Q2, x, y, and so on), based
on the smeared four-vectors of particles that are above detection threshold, it searches interaction
final-state particle lists for lepton candidates to be used in event classification algorithms. The
resulting classifications are used to isolate samples for the νe appearance and the νµ disappearance
analyses which are in turn used to build energy spectra on an event-by-event basis.

Currently the classification algorithm categorizes each event as either νe-CC, νµ-CC, or NC. Events
with a candidate muon are classified as νµ-CC. Events without a candidate muon, but with a can-
didate electron/positron are classified as νe-CC. Events without a candidate muon or a candidate
electron/positron are classified as NC. A ντ -CC classification, which would identify ντ candidates
is under development.

A muon candidate is defined as a MIP-like track that is greater than 2.0 m long, and is not consistent
with the behavior of a charged pion. Charged pions will often shower, depositing a relatively large
amount of energy in the detector at the end of its track, as compared to a muon. There are several
situations in which a pion topology will be indistinguishable from a muon: (1) the pion stops at the
end of its range without interacting, (2) the kinetic energy of the pion is sufficiently small when is
showers, (3) the pion is absorbed cleanly by a nucleus with no hadronic debris, (4) the pion decays
in flight, and (5) the track exists the detector. The 2.0−m cut was chosen because the probability
of (1) or (2) is very small for pion tracks above this threshold.

An additional selection probability is enforced for low-energy tracks to simulate acceptance losses
due to increased difficulty in particle identification for short tracks, especially in high-multiplicity
events. (The falling edge of the selection probability is well below the energy required to generate
a 2.0−m track, minimizing the effect of this criterion.)

An electron candidate is defined as the highest-momentum electromagnetic (EM) shower in an
event that is not consistent with a photon. An EM shower is identified as a photon (1) if it converts
2.0 cm or more from the event vertex, (2) if it can be matched with another EM shower in the events
to reconstruct the π0 mass (135±40 MeV), or (3) if dE/dx information from the first several planes
of the track is more photon-like than e±-like. The latter is determined on a probabilistic basis as a
function of EM-shower energy and hadronic-shower multiplicity. Signal and background efficien-
cies from the dE/dx e/γ discriminant are based on MicroBooNE simulations. Cut values are tuned
to preserve 95% of the signal across all neutrino energies. As with muon candidates a low-energy
selection probability is enforced to account for acceptance losses at low EM-shower energies, es-
pecially in high-multiplicity events. For the electron candidates this selection probability is tuned
to agree with hand scan studies.
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An event with no muon candidate and no electron candidate is assumed to be an NC interaction.
Preliminary studies evaluating the use of transverse-momentum imbalance to identify ντ -CC in-
teraction candidates have shown promising results for identifying NC candidates as well, and are
likely to be included in the near future.

Currently no attempt is made to identify tau lepton candidates in order to isolate a ντ -CC sample.
A preliminary algorithm to remove τ → µ + ν + ν and τ → e + ν + ν backgrounds has recently
been incorporated in the Fast MC. This algorithm may also prove useful for isolating a sample of
ντ -CC interactions, in which the tau decays to a lepton. Development of an algorithm to identify
taus that decay to hadrons is under discussion.

All of the selection criteria can easily be updated to reflect improved simulations or new under-
standing of particle-identification capabilities and analysis sample acceptances. Changes can also
be made to investigate alternate analysis techniques, or more conservative or optimistic assump-
tions on signal acceptance and/or background-rejection rates. Furthermore, the information re-
quired to simulate effects related to particle identification is available in the Fast MC files and
users are encouraged to construct and evaluate their own selection criteria.
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Figure A.6: The output discriminant of a kNN (left) created to remove ντ -CC-induced backgrounds from
the νµ → νe oscillation analysis sample. Signal events (red) tend toward high values, while the ντ -CC-
induced background events (blue) are more evenly distributed. The fraction of ντ -CC-induced backgrounds
removed from the νµ → νe appearance candidate sample as a function of the corresponding signal efficiency
(right). The curve is generated by varying the cut value on the kNN discriminant.

A preliminary algorithm for removing ντ -CC-induced backgrounds from from the νµ-CC and the
νe-CC samples has been developed. It employs a k-Nearest Neighbor (kNN) machine-learning
technique as implemented in the ROOT TMVA package. The inputs to the kNN are (1) the sum
of the transverse momentum with respect to the incoming neutrino direction, (2) the reconstructed
energy of the incoming neutrino, and (3) the reconstructed energy of the resulting hadronic shower.
Figure A.6 (right) shows the distribution of the output discriminant for true νe-CC signal events,
and for true ντ -CC-induced backgrounds. The algorithm is still being optimized but initial results
are promising.
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As can be seen in Figure A.6 (left), cuts on the discriminant that preserve 90% of the signal remove
roughly 60% of the ντ -CC-induced background in the νe-CC sample. Similar results are expected
for the ντ -CC-induced background in the νµ-CC sample.

A similar approach is being studied to isolate the ντ -CC sample for the ντ -CC appearance analysis.
Current efforts are focused on identifying a set of reconstructed quantities that separate ντ -CC
interactions from potential backgrounds. For leptonic decay channels the quantities used in the
above kNN are prime candidates. Attempts to reconstruct a ρ mass from tracks originating at the
vertex are expected to help to isolate hadronic τ decays. The parameterized pion response will
allow for selection of high-energy charged pions produced in hadronic τ decays.

Figures A.7 and A.8 show the Fast MC reconstructed energy spectra of the signal and background
for the νe appearance and the νµ disappearance samples, respectively. As an example of the cross-
section and nuclear-effect systematics that can be studied, the black histograms and the bottom
insert in each plot show the variation of the spectrum for each event type induced by changing the
value of CCM res

A by +1σ (+15%, 2014 GENIE official uncertainty). CCM res
A is the axial mass pa-

rameter appearing in the axial form factor describing resonance production interactions in GENIE.
This particular example demonstrates a spectral distortion that is not a simple normalization and
is different for signal and for background. The effect of varying CC M res

A on the νµ → νe analysis
sample exhibits a strong correlation with the changes induced in the νµ → νµ analysis sample.
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Figure A.7: The reconstructed energy distributions for the signals and backgrounds in the νe- (left) and
νe appearance (right) samples, as predicted by the Fast MC. The black histograms and bottom insert in
each plot shows, for each event type, the variation in the spectrum that is induced by changing the value of
CC M res

A by +15%.

The left-hand plots of Figures A.9 and A.10 show the acceptance (efficiency) of the signal and
the background for the Fast MC νe appearance and νµ disappearance selections, respectively. The

The Long-Baseline Neutrino Experiment



A.3 Fast Monte Carlo 225

E
v
e
n
ts

 /
 2

5
0
 M

e
V

100

200

300

 Disappearanceµν

34 kton LAr Detector

 Running, 1.2 MWν3 yrs. 

 Running, 1.2 MWν3 yrs. 

 Total POT)21 10×(6 

Reconstructed Neutrino Energy [GeV]
0 2 4 6 8 10

W
e
ig

h
t 
/ 
N

o
m

1

1.1

1.2

E
v
e
n
ts

 /
 2

5
0
 M

e
V

100

200

300

res

A
Systematic: CC M

Weighted Spectra

µνSigCC

µνSigCC

BkgNC

τνBkgCC

τνBkgCC

 Disappearanceµν

Reconstructed Neutrino Energy [GeV]
0 2 4 6 8 10

W
e
ig

h
t 
/ 
N

o
m

1

1.1

1.2

Figure A.8: The reconstructed energy distributions for the signals and backgrounds in the νµ (left) and
νµ disappearance (right) samples, as predicted by the Fast MC. The black histograms and bottom insert in
each plot shows, for each event type, the variation in the spectrum that is induced by changing the value of
CC M res

A by +15%.

effects of the low-energy selection probabilities induce the observed low-energy fall off in the νe
appearance sample. On the other hand, the 2.0−m track length requirement is mainly responsible
for the low-energy behavior in the νµ disappearance sample. The corresponding plots on the right-
hand side show the relative fraction (purity) of the signal and each background sample for the Fast
MC νe appearance and νµ disappearance selections. The increased wrong-sign contamination is
evident in the ν beam samples as compared to the ν beam samples. No attempt has been made to
reduce the ντ background in these plots.

The output of the Fast MC is a file containing the information one would expect from a full MC
simulation. There are truth level quantities that describe the generated event, and reconstructed
quantities that are calculated from simulated observables. The latter mimic the information that is
expected to be available from reconstructing data or full simulation and can be used in designing
analyses aimed at measuring physics parameters. Analyses based on the simulated reconstruction
produce event samples that can be used to estimate the sensitivity of LBNE to physics model
parameters, specifically the parameters of the PMNS matrix, as a function of a variety of input
parameters. Currently these studies are done using the GLoBES [130] software package. However,
instead of constructing the event-rate spectra as a function of true neutrino energy from predictions
of the flux and neutrino-interaction cross sections, they are built event-by-event from the Fast
MC. Similarly, smearing functions that give the distribution of measured (reconstructed) neutrino
energies as a function of the true neutrino energy are built event-by-event from the Fast MC, rather
than estimated from external sources.
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Figure A.9: The expected efficiencies and purities of selecting νe appearance events in a LArTPC, obtained
from the Fast MC.

In addition to the usual GLoBES inputs the Fast MC can provide systematic uncertainty response
functions, which encode the expected changes to the energy spectra when input model parameters
are varied within their uncertainties. These response functions, along with an augmented version
of GLoBES, can be used to propagate realistic systematic uncertainties in sensitivity studies.

The systematic uncertainty response functions are calculated from weights stored in the Fast MC
output files. Each weight corresponds to the probability of producing the event with an alternate
physics model relative to the model used. Currently the Fast MC generates weights for parameters
in interaction models that can be reweighted in GENIE as well as a variety of parameters related to
the neutrino flux. The flux parameters come in three varieties related to: changes to the beamline
design, tolerances in the beamline design, and uncertainties in the physics models used in the
simulations. The latter two contribute to systematic uncertainties while the first can be used to
evaluate the impact of design optimizations.

Propagation of systematic uncertainties through LBNE sensitivity studies using the Fast MC will
require inclusion of new algorithms and improvements to existing reweighting algorithms. This in-
cludes (1) the introduction of new models into GENIE, (2) adding to and improving the reweighting
functions currently in GENIE, (3) constructing flux files that correspond to the changes in the three
aforementioned categories, (4) implementing a system for reweighting individual events based on
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Figure A.10: The expected efficiencies and purities of selecting νµ disappearance events in a LArTPC
obtained from the Fast MC.

changes to the models of hadronization from proton-target interactions, and (5) introducing de-
tector parameterizations representing alternate detector designs, detector design tolerances, and
model choices used in detector simulations.

The current focus of Fast MC studies is estimation of the effect of model uncertainties on sensi-
tivity projections. This includes several steps, the first of which is to look at the changes in the
analysis sample spectra induced by propagating individual systematic uncertainties. These studies
are benchmarked by calculating the χ2 between the nominal and altered spectra. In the second step,
sensitivities are calculated for combined fits of the four main analysis samples (νµ/νµ disappear-
ance, νe/νe appearance). These studies must be done carefully to allow for realistic constraints of
systematic uncertainties across analysis samples within GLoBES. Input covariance matrices can
also be used to enforce external constraints on the relations between sources of systematic uncer-
tainty. The results of these studies will inform the investigators as to which model uncertainties
cause significant degradation of the sensitivities and therefore must be constrained by other meth-
ods. Methods to constrain these parameters will be sought from currently running experiments,
proposed intermediate experiments, and from the LBNE beam monitoring and the LBNE near de-
tector. Estimates of these constraints can then be propagated to sensitivity calculations to estimate
the degree to which they mitigate the decline in sensitivity.
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Current studies focus on propagating uncertainties in flux and GENIE model parameters via
reweighting techniques. A example study shown in Figure A.11 illustrates the effect of includ-
ing the uncertainty on CC M res

A in the calculation of sensitivity to CP violation. The sensitivity
studies are performed for (1) a fit to the νe appearance sample (three years of ν-beam running), (2)
a combined fit of the νe appearance sample and the νe appearance sample (three years of ν-beam
plus three years of ν-beam running), and (3) a combined fit of the νe/νe appearance samples along
with the corresponding νµ/νµ disappearance samples. All three studies are done in two ways: with
no allowance for non-oscillation parameter systematic variation, and with allowed 15% (width
gaussian PDF) variations in CC M res

A .

 0

 1

 2

 3

 4

 5

 6

 7

 8

-1 -0.5  0  0.5  1

σ
=





√ 


∆

χ2

δCP/π 

CPV Sensitivity
w/ and w/o variations in CC MA

res

3 yrs ν running, νe app only

3 yrs ν + 3 yrs ν-  running, νe app only

3 yrs ν + 3 yrs ν-  running, νe app + νµ dis

No MA
res

 Systematic

Figure A.11: The sensitivity to CP violation calculated using the energy spectra generated by the Fast
MC. The sensitivities were generated with (solid) and without (dashed) allowed variations in the CC M res

A
resonance production model parameter in GENIE. The allowed variation degrades the sensitivity, however
combined fits of multiple analysis samples provide additional constraints and reduce the impact.

As Figure A.11 shows, the inclusion of allowed variations in CC M res
A degrades the sensitivity.

However, combined fits of multiple analysis samples provide additional constraints and reduce the
impact. The effect of these sample-to-sample constraints is dependent on the sample statistics, and
the curves in Figure A.11 include the statistical limitations on sample-to-sample constraints from
a six-year (three years ν + three years ν running) exposure. However, the software also allows for
the inclusion of other possible limitations on sample-to-sample constraints related to the relative
lack of experimental constraints on cross-section ratios (i.e., σνe/σνµ , σντ/σνµ , and σν/σν), as well
as theoretical considerations.

The preliminary Fast MC spectra shown in Figures A.7 and A.8 were generated with a different
beam configuration than the ones shown in Figures 4.2 and 4.3. Consequently, the sensitivities to
CPV shown in Figure A.11 cannot be directly compared to the corresponding figures in Section 4.2.
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However, both the Fast MC and the methods discussed in Section 4.2 have been used to generate
comparable spectra and to perform a series of sensitivity studies. The two methods are consistent,
except regarding known differences between the two simulations, e.g., the inclusion of ντ -CC-
induced backgrounds. These differences are well understood, as are their impact on oscillation
parameter sensitivities.

Eventually the Fast MC seeks to incorporate near detector and atmospheric-neutrino analyses and
directly perform combined fits with the long-baseline neutrino analysis samples. These studies will
provide the most accurate estimate of the ultimate sensitivity of LBNE, and provide a template for
future data analysis procedures.

A.4 Simulation of Cosmic-Ray Background for a 10−kt
Surface Detector

A preliminary study of the background events expected from cosmic rays in the 10−kt far detector
installed near the surface at the Sanford Underground Research Facility is detailed in [226]. The
study simulated cosmic-ray interactions in the far detector and focused on cosmic-ray induced
events from neutrons and muons that mimic electron-neutrino interactions in the detector. These
include electromagnetic cascades from knock-on electrons, muon bremsstrahlung, and hadronic
cascades with electromagnetic components from photons and π0’s. The background from decays
of neutral hadrons into electrons such as K0

L → πeν were also studied. The energy of the cascades
was required to be > 0.1 GeV.

These initial studies indicate that a combination of simple kinematic and beam timing cuts will
help to significantly reduce the cosmic-ray background event rate in this far detector configuration.
In particular:

1. Only electromagnetic cascades with energies greater than 0.25 GeV are considered back-
ground. For the neutrino oscillation sensitivity calculations, only neutrino energies≥ 0.5 GeV
are considered.

2. e± background candidates are tracked back to the parent muon; the distance between the
muon track and the point-of-closest-approach (PoCA) to the muon track is required to be
> 10 cm.

3. The vertex of the e± shower is required to be within the fiducial volume of the detector
(defined as 30 cm from the edge of the active detector volume).

4. The e± cascade is required to be within a cone around the beam direction (determined from
the angular distribution of the beam signal e± and the incoming neutrino beam).
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5. It is assumed that EM showers initiated by γ’s and π0 → γγ can be effectively distinguished
from primary electron interactions using particle ID techniques such as dE/dX .

6. Events are timed with a precision of ≤1 µs using the photon-detection system, which limits
background to events occurring within the 10 µs of the beam spill.

The result of applying these selection criteria to the electromagnetic showers initiated by cosmic
rays is summarized in Table A.1 and Figure A.12. The background rates given in Table A.1 include
the recalculation for the cosmic flux at 1,500 m above sea level, which was not included in the
previous study [226] (and is not included in Figure A.12). In the table, the initial background event
rate is calculated for one calendar year assuming a 1.4−ms drift time per beam pulse, a beam
pulse every 1.33 seconds and 2× 107 s/year of running. The expected event rate/yr after various
selection criteria is applied from left to right in the table. The rates in all columns except the last
are given for a time window of 1.4 ms, corresponding to the maximum electron drift time. The
last column shows the rate reduction assuming an efficient photon-detection system. The first three
rows show events with a muon in the detector where a PoCA cut (column 3) can be applied. The
row labeled ‘Missing µ’ shows events without a muon in the detector; as there is no muon track,
a PoCA cut can not be applied. The detector is assumed to be on the surface with three meters of
rock overburden.

Table A.1: Cosmic-ray-induced background (at 1,500 m above sea level) to the beam νe-CC signal in the
10−kt detector.

Processes Ee > 0.25 GeV PoCA> 10 cm Beam angle e/γ PID Beam timing
and D> 30 cm

π0 → γ → e± 2.2× 106 9.7× 104 4.8× 104 1.7× 103 12
µ→ γ → e± 7.1× 106 12 0 0 < 0.003
Ext γ → e± 1.9× 106 660 340 13 0.1
π0,K0 → e± 1.4× 106 810 240 240 1.7
Missing µ 1.3× 106 1.8× 103 580 20 0.1
Atm n 2.9× 106 1.6× 104 6.5× 102 240 1.7

Total 1.1× 107 1.2× 105 5.6× 104 2.2× 103 16

The dominant background is from π0 → γ → e±, which contributes 12 out of the 16 total events
per year and comes from π0’s originating in cosmic showers. The study does not yet include spe-
cific π0 reconstruction, only individual e/γ separation. More sophisticated reconstruction tech-
niques should further reduce the π0 background. The studies indicate that application of these
selection criteria coupled with a more detailed background event reconstruction can potentially
reduce the background from cosmic rays to a few events per year — mostly in the energy region
< 1 GeV.
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In Figure A.12, black-filled circles show events before any cuts are applied. The other point icons
represent successively applied cuts in the order listed below and in the figure’s legend:

1. Blue squares: PoCA to the muon track greater than 30 cm

2. Red triangles: angle with respect to the beam such that 99% of signal events are retained

3. Green triangles: application of energy-dependent e/γ discrimination

4. Magenta open circles: application of efficient photon detection, this allows the reduction of
the time window from a maximum drift time of 1.4 ms down to a beam spill of 10 µs
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Figure A.12: Energy spectra of muon-induced background events for successively applied background re-
jection cuts. Simulations have been done for a muon spectrum at sea level. Correction for an altitude of
1,500 m above sea level has not been applied to the data.
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Appendix
B

Neutrino-Nucleon
Scattering Kinematics

The following explanation of neutrino-nucleon scattering kinematics is adapted from [358]:

νl l, νl

N X

~k ~k′

~q

~p ~p′

Figure B.1: A schematic diagram of a neutrino-nucleon scattering process

The expression νl + N −→ l, νl + X describes the scattering of a neutrino, νl off a nucleon, N
as shown in Figure B.1. This interaction proceeds through the exchange of a W± or Z0 boson,
depending on whether it is a CC or NC interaction, respectively. For the case of neutrino scattering,
the incoming lepton is a neutrino and the outgoing lepton is either a neutrino (NC) or a charged
lepton, l (CC). X denotes the resultant hadronic system.

The nucleon mass, M , is neglected where appropriate; the lepton mass is neglected throughout.
The following kinematic variables describe the momenta and energies involved in the scattering
process:

◦ ~k,~k′ are the four-momenta of the incoming and outgoing lepton.

◦ ~p is the initial four-momentum of the nucleon.

◦ Eν is the energy of the incoming neutrino.

◦ EN is the energy of the nucleon.

The Lorentz invariants are the following:

◦ The squared ν+N collision energy is s = (|~p+ ~k|)2 = 4ENEν .

◦ The squared momentum transfer to the lepton Q2 = −q2 = −(|~k − ~k′|)2 is equal to the
virtuality of the exchanged boson. Large values of Q2 provide a hard scale to the process,
which allows resolution of quarks and gluons in the nucleon.
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◦ The Bjorken variable xBj = Q2/(2~p · ~q) is often simply denoted by x. It determines the
momentum fraction of the parton (quark or gluon) on which the boson scatters. Note that
0 < x < 1 for ν+N collisions.

◦ The inelasticity y = (~q ·~p)/(~k ·~p) is limited to values 0 < y < 1 and determines in particular
the polarization of the virtual boson. In the lab frame, the energy of the scattered lepton is
El = Eν(1 − y) + Q2/(4Eν); detection of the scattered lepton thus typically requires a cut
on y < ymax.

These invariants are related by Q2 = xys. The available phase space is often represented in the
plane of x and Q2. For a given ν+N collision energy, lines of constant y are then lines with a slope
of 45 degrees in a double logarithmic x−Q2 plot.

Two additional important variables are:

◦ The squared invariant mass of the produced hadronic system (X) is denoted by W 2 =
(|~p + ~q|)2 = Q2(1 − 1/x). Deep-inelastic scattering (DIS) is characterized by the Bjorken
limit, where Q2 and W 2 become large at a fixed value of x. Note: for a given Q2, small x
corresponds to a high W,Z - N collision energy.

◦ The energy lost by the lepton (i.e., the energy carried away by the virtual boson) in the
nucleon rest frame, is denoted ν = ~q · ~p/M = ys/(2M).

For scattering on a nucleus of atomic number A, the nucleon momentum ~p would be replaced by
~P/A in the definitions, where ~P is the momentum of the nucleus. Note that the Bjorken variable is
then in the range 0 < x < A.
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Abstract Dijet production has been measured in pPb
collisions at a nucleon–nucleon centre-of-mass energy of
5.02 TeV. A data sample corresponding to an integrated
luminosity of 35 nb−1 was collected using the Compact
Muon Solenoid detector at the Large Hadron Collider. The
dijet transverse momentum balance, azimuthal angle cor-
relations, and pseudorapidity distributions are studied as a
function of the transverse energy in the forward calorime-
ters (E4<|η|<5.2

T ). For pPb collisions, the dijet transverse
momentum ratio and the width of the distribution of dijet
azimuthal angle difference are comparable to the same quan-
tities obtained from a simulated pp reference and insensitive
to E4<|η|<5.2

T . In contrast, the mean value of the dijet pseu-
dorapidity is found to change monotonically with increasing
E4<|η|<5.2

T , indicating a correlation between the energy emit-
ted at large pseudorapidity and the longitudinal motion of
the dijet frame. The pseudorapidity distribution of the dijet
system in minimum bias pPb collisions is compared with
next-to-leading-order perturbative QCD predictions obtained
from both nucleon and nuclear parton distribution functions,
and the data more closely match the latter.

1 Introduction

Relativistic heavy ion collisions allow to study the fun-
damental theory of strong interactions—quantum chromo-
dynamics (QCD)—under extreme conditions of tempera-
ture and energy density. Lattice QCD calculations [1] pre-
dict a new chirally-symmetric form of matter that consists
of an extended volume of deconfined quarks and gluons
above the critical energy density of the phase transition,
about 1 GeV/fm3 [2–5]. One of the most interesting exper-
imental signatures of the formation of this novel matter,
the quark-gluon plasma (QGP), is “jet-quenching” result-
ing from the energy loss of hard-scattered partons passing

∗ e-mail: cms-publication-committee-chair@cern.ch

through the medium. Back-to-back dijets have long been
proposed as a particularly useful tool for studying the QGP
properties [6,7]. In PbPb collisions at the Large Hadron Col-
lider (LHC), the effects of this medium were observed in
the first jet measurements as a dijet transverse momentum
imbalance [8,9].

Recent data at the LHC for jets [8–12], correlations
between jets and single particles [13–15], and charged-
particle measurements [16,17], provide unprecedented infor-
mation about the jet-quenching phenomenon. For head-on
collisions, a large broadening of the dijet transverse momen-
tum ratio (pT,2/pT,1) and a decrease in its mean is observed
where, as is the case for all the dijet observables in the fol-
lowing discussion, the subscripts 1 and 2 in the kinemati-
cal quantities refer to the leading and subleading jets (the
two highest-pT jets), respectively. This observation is con-
sistent with theoretical calculations that involve differential
energy loss of back-to-back hard-scattered partons as they
traverse the medium [18–20]. At leading order (LO) and
in the absence of parton energy loss in the QGP, the two
jets have equal transverse momenta (pT) with respect to the
beam axis and are back-to-back in azimuth (e.g. with the rel-
ative azimuthal angle �φ1,2 = |ϕ1 − ϕ2| ≈ π ). However,
medium-induced gluon emission in the final state can signif-
icantly unbalance the energy of leading and subleading jets
and decorrelate the jets in azimuth.

Studies of dijet properties in pPb collisions are of great
importance to establish a QCD baseline for hadronic inter-
actions with cold nuclear matter [21,22]. This is crucial for
the interpretation of the PbPb results, which could include
the effects of both cold nuclear matter and a hot partonic
medium. The dijet production rates as a function of jet
pseudorapidity (η) have also been proposed as a tool to
probe the nuclear modifications of the parton distribution
functions (PDFs) [23–28]. Pseudorapidity η is defined as
− ln[tan(θ/2)], where θ is the polar angle with respect to
the proton beam direction.

In this paper, the first dijet transverse momentum balance
and pseudorapidity distribution measurements in pPb colli-
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sions are presented as a function of the transverse energy
in the forward calorimeters (E4<|η|<5.2

T ). This analysis uses
pPb data recorded with the Compact Muon Solenoid (CMS)
detector in 2013, corresponding to an integrated luminos-
ity of 35 ± 1 nb−1. The lead nuclei and protons had beam
energies of 1.58 TeV per nucleon and 4 TeV, respectively,
corresponding to a nucleon–nucleon centre-of-mass energy
of

√
sNN = 5.02 TeV. Jets are reconstructed within |η| < 3

using the anti-kT sequential recombination algorithm [29,30]
with a distance parameter of 0.3. This analysis is performed
using events required to have a dijet with a leading jet
pT,1 > 120 GeV/c, a subleading jet pT,2 > 30 GeV/c,
and �φ1,2 > 2π/3.

2 The CMS detector

A detailed description of the CMS experiment can be found
in Ref. [31]. The silicon tracker, located in the 3.8 T mag-
netic field of the superconducting solenoid is used to measure
charged particles within the pseudorapidity range |η| < 2.5.
It provides an impact parameter resolution of ≈15 µm and
a pT resolution of about 1.5 % for particles with pT =
100 GeV/c. Also located inside the solenoid are an elec-
tromagnetic calorimeter (ECAL) and a hadron calorime-
ter (HCAL). The ECAL consists of more than 75 000 lead
tungstate crystals, arranged in a quasi-projective geometry,
and distributed in a barrel region (|η| < 1.48) and in two
endcaps that extend up to |η| = 3.0. The HCAL barrel and
endcaps are sampling calorimeters composed of brass and
scintillator plates, covering |η| < 3.0. Iron hadron-forward
(HF) calorimeters, with quartz fibers read out by photomul-
tipliers, extend the calorimeter coverage up to |η| = 5.2 and
are used to differentiate between central and peripheral pPb
collisions. Calorimeter cells are grouped in projective towers
of granularity in pseudorapidity and azimuthal angle given
by �η × �φ = 0.087 × 0.087 close to midrapidity, hav-
ing a coarser segmentation at large rapidities. An efficient
muon system is deployed for the reconstruction and identifi-
cation of muons up to |η| = 2.4. The detailed Monte Carlo
(MC) simulation of the CMS detector response is based on
Geant4 [32].

Because of the different energies of the two beams, the
nucleon–nucleon centre-of-mass frame in pPb collisions is
not at rest in the detector frame. Results are presented in
the laboratory frame, where the higher energy proton beam
is defined to travel in the positive η direction (θ = 0).
Therefore, a massless particle emitted at ηcm = 0 in the
nucleon–nucleon centre-of-mass frame will be detected at
ηlab = +0.465 in the laboratory frame. During part of the
data taking period, the directions of the proton and lead beams
were reversed. For the dataset taken with the opposite direc-

tion proton beam, the standard CMS definition of η was
flipped so that the proton always moves towards positive η.

3 Jet reconstruction

Offline jet reconstruction is performed using the CMS
“particle-flow” algorithm [33,34]. By combining informa-
tion from all sub-detector systems, the particle-flow algo-
rithm attempts to identify all stable particles in an event,
classifying them as electrons, muons, photons, charged and
neutral hadrons. These particle-flow objects are first grouped
into “pseudo-towers” according to the CMS HCAL granu-
larity. The transverse-energy of the pseudo-towers is calcu-
lated from the scalar sum of the transverse-energy of the
particle-flow objects, assuming zero mass. Then, jets are
reconstructed based on the pseudo-towers, using the anti-kT

sequential recombination algorithm provided in the FastJet
framework [29,30] with a distance parameter of 0.3.

To subtract the underlying event (UE) background in pPb
collisions, an iterative algorithm described in Ref. [35] is
employed, using the same implementation as in the PbPb
analysis [8]. The energies of the particle-flow candidates are
mapped onto projective towers with the same segmentation as
the HCAL, and the mean and the dispersion of the energies
detected in rings of constant η are subtracted from the jet
energy. Jets reconstructed without UE subtraction are used
to estimate the systematic uncertainty associated with the
subtraction algorithm.

The measured jet energies are then corrected to the ener-
gies of the corresponding true particle jets using a factor-
ized multi-step approach [36]. The MC jet energy corrections
which remove the non-linearity of the detector response are
derived using simulated pythia events [37] (tune D6T with
PDFs CTEQ6L1 used for 2.76 TeV, tune Z2 for pp 7 TeV).
The residual corrections, accounting for the small differences
between data and simulation, are obtained from dijet and pho-
ton+jet data and simulated events.

4 The Monte Carlo simulation

In order to study the jet reconstruction performance in pPb
collisions, dijet events in pp collisions are first simulated with
the pythia MC generator (version 6.423, tune Z2) [38] and
later embedded in the simulated pPb underlying events. A
minimum hard-interaction scale ( p̂T) selection of 30 GeV/c
is used to increase the number of dijet events produced in
the momentum range studied. To model the pPb underly-
ing event, minimum bias pPb events are simulated with the
hijing event generator [39], version 1.383 [40]. The hijing
simulation with an effective total nucleon–nucleon cross-
section of 84 mb is tuned to reproduce the total particle mul-
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tiplicities and charged-hadron spectra, and to approximate
the underlying event fluctuations seen in data.

The complete detector simulation and analysis chain is
used to process pythia dijet events and these events are then
embedded into hijing events (denoted as pythia + hijing).
The effects of the pPb underlying event on the jet position res-
olution, jet energy scale, and jet finding efficiency are studied
as a function of the total transverse energy detected by the HF
calorimeter, jet pseudorapidity and transverse momentum.
These effects are small and do not require specific corrections
to the measurements, but they are considered as systematic
uncertainties.

5 Event selection

The CMS online event selection employs a hardware-
based Level-1 trigger and a software-based high-level trig-
ger (HLT). Events are selected using an inclusive single-
jet trigger in the HLT, requiring a calorimeter-based jet
with transverse momentum pT > 100 GeV/c. The trigger
becomes fully efficient for events with a leading jet with
pT > 120 GeV/c. In addition to the jet data sample, a mini-
mum bias event sample is selected by requiring at least one
track with pT > 0.4 GeV/c to be found in the pixel tracker
coincident with the pPb bunch crossing.

In the offline analysis, an additional selection of hadronic
collisions is applied by requiring a coincidence of at least one
of the HF calorimeter towers, with more than 3 GeV of total
energy, from the HF detectors on both sides of the interaction
point. Events are required to have at least one reconstructed
primary vertex. The primary vertex is formed by two or more
associated tracks and is required to have a distance from the
nominal interaction region of less than 15 cm along the beam

axis and less than 0.15 cm in the transverse plane. If there are
more than 10 tracks in the event, the fraction of good-quality
tracks originating from the primary vertex is required to be
larger than 20 % in order to suppress beam backgrounds [41].

In addition to the selection of inelastic hadronic collisions,
the analysis has extra requirements on the leading and sub-
leading jet, which are the jets with the largest and the sec-
ond largest pT in the |η| < 3 interval, respectively. These
requirements are pT,1 > 120 GeV/c, pT,2 > 30 GeV/c, and
�φ1,2 > 2π/3. Only offline reconstructed jets within |η| < 3
in the lab frame are considered in this analysis. In order to
remove events with residual HCAL noise that are missed by
the calorimeter noise rejection algorithms [42,43], either the
leading or subleading jet is required to have at least one track
with pT > 4 GeV/c. This selection does not introduce a bias
of the dijet kinematic distributions based on studies using
pythia+hijing MC simulation.

The selected minimum bias and dijet events are divided
into HF activity classes according to the raw transverse
energy measured in the HF detectors within the pseudora-
pidity interval 4.0 < |η| < 5.2, denoted as E4<|η|<5.2

T .
This pseudorapidity interval is chosen in order to separate
the transverse energy and dijet measurements by a pseudo-
rapidity gap of at least one unit (3.0 < |η| < 4.0). The HF
transverse energy distribution for the selected dijet events
in comparison to that for minimum bias events is shown in
Fig. 1a. It can be seen that the selection of a high-pT dijet
leads to a bias in the E4<|η|<5.2

T distributions toward higher

values. The correlation between E4<|η|<5.2
T and the raw num-

ber of tracks originating from the primary vertex (N offline
trk )

with |η| < 2.4 and pT > 0.4 GeV/c (before the tracking
efficiency correction) is shown in Fig. 1b. A broad correla-
tion between the two quantities is observed in the inclusive
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Fig. 1 a Raw transverse energy measured by the HF detector in the
pseudorapidity interval 4.0 < |η| < 5.2 for minimum bias colli-
sions (black open histogram) and dijet events passing the dijet selection
defined in this analysis (red hatched histogram). b Correlation between
the raw number of reconstructed tracks from the primary vertex (N offline

trk )
with |η| < 2.4 and pT > 0.4 GeV/c and raw transverse energy mea-

sured by the HF detector in the pseudorapidity interval 4.0 < |η| < 5.2
(E4<|η|<5.2

T ). c Correlation between the raw transverse energy mea-
sured by the HF in proton (Ep

T, measured in the pseudorapidity interval
4.0 < η < 5.2) and lead (EPb

T , measured in the pseudorapidity interval
−5.2 < η < −4.0) directions
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Table 1 Fractions of the data sample for each HF activity class cal-
culated for the minimum bias data passing DS selection and for the
jet-triggered data passing dijet selection. The fourth column shows the

average multiplicity of reconstructed charged particles per bin with
|η| < 2.4 and pT > 0.4 GeV/c (N corrected

trk ). The fifth column gives
the mean HF activity in each class calculated from DS events

E4<|η|<5.2
T range

(GeV)
Fraction of DS
data (%)

Fraction of dijet
data (%)

〈N corrected
trk 〉

in DS data
〈E4<|η|<5.2

T 〉(GeV)
in DS data

<20 73.1 52.6 33 ± 2 9.4

20–25 10.5 16.8 75 ± 3 22.4

25–30 7.1 12.7 89 ± 4 27.3

30–40 6.8 13.0 108 ± 5 34.1

>40 2.5 4.9 140 ± 6 46.3

pPb collisions. The correlation between the raw transverse
energy measured by the HF detector in the pseudorapidity
interval 4.0 < η < 5.2 (in the proton direction, Ep

T) and in
the pseudorapidity interval −5.2 < η < −4.0 (in the lead
direction, EPb

T ) is also shown in Fig. 1(c). It can be seen that
Ep

T and EPb
T are only loosely correlated. In the sample of

selected dijet events, 2 % contain at least one additional jet
with pT > 20 GeV/c and 4.0 < |η| < 5.2. The potential bias
due to the presence of forward jets is found to be negligible
and is included in the systematic uncertainty estimation.

The analysis is performed in five E4<|η|<5.2
T bins, sep-

arated by the boundaries 20, 25, 30 and 40 GeV. The
same analysis is also performed with inclusive data with-
out E4<|η|<5.2

T selection, where the mean value of E4<|η|<5.2
T

is 14.7 GeV. The total number of selected events in data is
corrected for the difference between the double-sided (DS)
selections using particle- and detector-level information in
inelastic hadronic hijing MC simulation [44]. The DS cor-
rection in hijing is found to be 0.98 ± 0.01. The particle-
level selection is very similar to the actual selection described
above: at least one particle (proper life time τ > 10−18 s) with
E > 3 GeV in the pseudorapidity range −5 < η < −3 and
one in the range 3 < η < 5 [44]. The efficiency-corrected
fractions of minimum bias events with DS selection [44], as
well as the selected dijet events from the jet-triggered sample
falling into each HF activity class are provided in Table 1.
The average multiplicity of reconstructed charged particles
per bin with |η| < 2.4 and pT > 0.4 GeV/c (N corrected

trk ) after
efficiency, acceptance, and misreconstruction corrections as
described in Ref. [44] is also included in this table. In order
to study the correlation between the collision geometry and
forward calorimeter energy, the distributions of number of
participating nucleons (Npart) in the hijing Monte Carlo sim-

ulation in the five E4<|η|<5.2
T bins are shown in Fig. 2. While

the mean of the Npart distribution is found to be increasing

monotonically as a function of E4<|η|<5.2
T , the fluctuation of

Npart is found to be large in each HF activity class.
The instantaneous luminosity of the pPb run in 2013

resulted in a ∼3 % probability of at least one additional inter-
action occurring in the same bunch crossing. Events with
more than one interaction are referred to as “pileup events”.

partN
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Fig. 2 Number of participating nucleons (Npart) in the hijing MC sim-

ulations for five different E4<|η|<5.2
T bins and the cumulative distribution

without any requirement on E4<|η|<5.2
T

Since the event classes are typically determined from the
forward calorimeter information, the energy deposits from
each collision in a given pileup event cannot be separated.
Therefore, a pileup rejection algorithm developed in Ref. [45]
is employed to select a clean single-collision sample. The
pileup rejection efficiency of this filter is greater than 90 %
in minimum bias events and it removes a very small fraction
(0.01 %) of the events without pileup. The fraction of pileup
events after pileup rejection is increasing as a function of
E4<|η|<5.2

T . This fraction is found to be smaller than 2 % in

the highest E4<|η|<5.2
T bins.

6 Results and discussion

This analysis, motivated by the observation of transverse
momentum imbalance in PbPb collisions [8], aims at mea-
suring the dijet transverse momentum ratio and the azimuthal
angle correlation in pPb collisions. The dijet pseudorapidity
distributions in pPb collisions, which are sensitive to a pos-
sible modification of the parton distribution function of the
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Fig. 3 Dijet transverse momentum ratio (pT,2/pT,1) distributions for
leading jets with pT,1 > 120 GeV/c, subleading jets with pT,2 >

30 GeV/c, and �φ1,2 > 2π/3 are shown (a) without any selection on

the HF transverse energy E4<|η|<5.2
T , and b–f for different E4<|η|<5.2

T
classes. Results for pPb events are shown as the red solid circles, while

the crosses show the results for pythia + hijing simulated events.
Results for the simulated pythia events are shown as the grey histogram
which is replicated in all the panels. The error bars for the statistical
uncertainties are smaller than the marker size and the total systematic
uncertainties are shown as yellow boxes

nuclei (nPDF) with respect to that of the nucleons, are also
studied.

6.1 Dijet transverse momentum balance

As a function of collision centrality (i.e. the degree of over-
lap of the two colliding nuclei), dijet events in PbPb colli-
sions were found to have an increasing transverse momen-
tum imbalance for more central events compared to a pp
reference [8–10]. The same analysis is performed in pPb
collisions. To characterize the dijet transverse momentum
balance (or imbalance) quantitatively, the dijet transverse
momentum ratio pT,2/pT,1 is used. As shown in Fig. 3,
pT,2/pT,1 distributions measured in pPb data, pythia and
pythia + hijing agree within the systematic uncertainty in
different E4<|η|<5.2

T intervals, including the event class with
the largest forward calorimeter activity. The residual differ-
ence in the dijet transverse momentum ratio between data
and MC simulation can be attributed to a difference in the jet
energy resolution, which is better in the MC simulation by
about ∼1–2 % compared to the data [36].

In order to compare results from pPb and PbPb data, PbPb
events which pass the same dijet criteria are selected for fur-

ther analysis with an additional requirement on the forward
activity E4<|η|<5.2

T < 60 GeV, since the bulk of the pPb
events satisfy this condition, as can be seen in Fig. 1b. The
measured mean value of pT,2/pT,1 from these PbPb data is
0.711±0.007 (stat.) ±0.014 (syst.), which is slightly higher
than that in inclusive pPb collisions (0.689 ± 0.014 (syst.),
with a negligible statistical uncertainty). The difference
between the E4<|η|<5.2

T distributions for pPb and PbPb data,

which results in a higher mean E4<|η|<5.2
T value for PbPb

events (35 GeV), as well as the difference in centre-of-mass
energy, should be taken into account in this comparison. The
predicted 〈pT,2/pT,1〉 is 6 % higher at

√
sNN = 2.76 than

that at 5.02 TeV in pythia MC simulations.
The main contributions to the systematic uncertainties of

〈pT,2/pT,1〉 include the uncertainties in the jet energy scale,
the jet reconstruction efficiency and the effects of the UE
subtraction. The uncertainty in the subtraction procedure is
estimated by considering the difference between the pT ratio
results from reconstructed jets with and without UE subtrac-
tion, which is close to 1 %. The residual jet energy scale
uncertainty is estimated by varying the transverse momen-
tum of the leading and subleading jets independently and is
found to be at the 1–2 % level. Uncertainties associated with
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Fig. 4 Distributions of the azimuthal angle difference �φ1,2 between
the leading and subleading jets for leading jets with pT,1 > 120 GeV/c
and subleading jets with pT,2 > 30 GeV/c are shown (a) without any

selection on the HF transverse energy E4<|η|<5.2
T , and b–f for different

E4<|η|<5.2
T classes. The range for �φ in this figure extends below the

lower bound of 2π/3, which is used in the selection of the dijets for the

other observables. Results for pPb events are shown as the red solid cir-
cles, while the crosses show the results for pythia + hijing simulated
events. Results for the simulated pythia events are shown as the grey
histogram which is replicated in all the panels. The error bars for the
statistical uncertainties are smaller than the marker size and the total
systematic uncertainties are shown as yellow boxes

jet reconstruction efficiency are found to be at the 0.1 % level
based on Monte Carlo simulation.

6.2 Dijet azimuthal correlations

Earlier studies of the dijet and photon-jet events in heavy-
ion collisions [8–11] have shown very small modifications
of dijet azimuthal correlations despite the large changes
seen in the dijet transverse momentum balance. This is an
important aspect of the interpretation of energy loss obser-
vations [46].

The distributions of the relative azimuthal angle �φ1,2

between the leading and subleading jets that pass the respec-
tive pT selections in six HF activity classes, compared to
pythia and pythia + hijing simulations, are shown in Fig-
ure 4. The distributions from pPb data are in good agree-
ment with the pythia reference. To study the evolution of
the shape, the distributions are fitted to a normalized expo-
nential function:

1

Ndijet

dNdijet

d�φ1,2
= e(�φ−π)/σ

(1 − e−π/σ ) σ
(1)

The fit is restricted to the region �φ1,2 > 2π/3. In the
data, the width of the azimuthal angle difference distribution
(σ in Eq. (1)) is 0.217 ± 0.0004, and its variation as a func-
tion of E4<|η|<5.2

T is smaller than the systematic uncertainty,
which is 3–4 %. The width in the data is also found to be
4–7 % narrower than that in the pythia simulation.

6.3 Dijet pseudorapidity

The normalized distributions of dijet pseudorapidity ηdijet,

defined as (η1 + η2)/2, are studied in bins of E4<|η|<5.2
T .

Since ηdijet and the longitudinal-momentum fraction x of the
hard-scattered parton from the Pb ion are highly correlated,
these distributions are sensitive to possible modifications of
the PDF for nucleons in the lead nucleus when comparing
ηdijet distributions in pp and pPb collisions. As discussed
previously, the asymmetry in energy of the pPb collisions at
the LHC causes the mean of the unmodified dijet pseudo-
rapidity distribution to be centred around a positive value.
However, due to the limited jet acceptance (jet |η| < 3) it
is not centred around η = 0.465, but at η ∼ 0.4. The major
systematic uncertainty for the 〈ηdijet〉 measurement comes
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Fig. 5 a Distribution of dijet
pseudorapidity
(ηdijet = [η1 + η2]/2) is shown
for pPb dijet events with
pT,1 > 120 GeV/c,
pT,2 > 30 GeV/c, and
�φ1,2 > 2π/3 as the red solid
circles. The results are compared
to NLO calculations using CT10
(black dashed curve) and CT10
+ EPS09 (blue solid curve)
PDFs. b The difference between
ηdijet in data and the one
calculated with CT10 proton
PDF. The black squares
represent the data points, and
the theoretical uncertainty is
shown with the black dashed
line. c The difference between
ηdijet in data and the one
calculated with CT10+EPS09
nPDF. The blue solid circles
show the data points and blue
solid curve the theoretical
uncertainty. The yellow bands in
b and c represent experimental
uncertainties. The experimental
and theoretical uncertainties at
different ηdijet values are
correlated due to normalization
to unit area
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from the uncertainty in the jet energy correction. Varying the
transverse momentum of the jets by <2 % up (down) for
the jet at positive (negative) η results in a shift of the 〈ηdijet〉
value by±0.03. The uncertainty associated with the HF activ-
ity selection bias is estimated from the difference between
pythia without HF activity selection and pythia + hijing
with HF activity selection. The uncertainty is found to be
in the range 0.002–0.020. The uncertainty associated with
the UE subtraction is studied by comparing the results with
and without subtraction, which causes a shift of 0.01 in the
two highest HF activity classes. Due to the normalisation to
unity, a change in one data point moves the other points in the
opposite direction on average, which results in a correlation
of the systematic uncertainties at different ηdijet values.

The normalized ηdijet distribution measured in inclu-
sive pPb collisions, which is compared to next-to-leading-
order (NLO) perturbative QCD predictions [47] using the
CT10 [48] and EPS09 [24] PDFs, is shown in Fig. 5. The
measurement and the NLO calculation based on CT10 +
EPS09 PDFs are consistent within the quoted experimen-
tal and theoretical uncertainties in the whole ηdijet range. On
the other hand, the calculation using CT10 alone, which does
not account for possible nuclear modifications of the PDFs,

gives a poorer description of the observed distribution. This
also shows that ηdijet in pPb collisions could be used to better
constrain the nPDFs by including the measurement in stan-
dard global fits of parton densities.

The ηdijet distributions are also studied in different HF
activity classes, as shown in Fig. 6. The pPb data are com-
pared to pythia and pythia + hijing simulations. Devia-
tions of the ηdijet distributions in each class are observed with
respect to the pythia reference without HF activity selection.
The analysis was also performed using the pythia + hijing
simulation in the same HF activity classes and no sizable
deviation was observed with respect to the pythia reference.
This shows that the pythia+hijing embedded sample, which
assumes that hard and soft scatterings are independent, does
not describe the correlation between the dijet pseudorapid-
ity distribution and forward calorimeter energy. To illustrate
the observed deviation in each HF activity class with respect
to that in the inclusive pPb collisions, the ratio of the dijet
pseudorapidity distribution from each E4<|η|<5.2

T class to the
distribution without HF requirements is presented in Fig. 7.
A reduction of the fraction of dijets in the ηdijet > 1 region
is observed in events with large activity measured by the
forward calorimeter. The magnitude of the observed modifi-
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Fig. 6 Distributions of the dijet pseudorapidity (ηdijet) for leading jets
with pT,1 > 120 GeV/c and subleading jets with pT,2 > 30 GeV/c are

shown (a) without any selection on the HF transverse energy E4<|η|<5.2
T ,

and b–f for different E4<|η|<5.2
T classes. Results for pPb events are

shown as the red solid circles, while the crosses show the results for

pythia + hijing simulated events. Results for the simulated pythia
events are shown as the grey histogram which is replicated in all the
panels. The error bars for the statistical uncertainties are smaller than
the marker size and the total systematic uncertainties are shown as
yellow boxes

3

0.2

di
je

t
η

(d
N

/d

0.4
0.6
0.8

A
ll

)
di

je
t

η
)/

(d
N

/d

1
1.2
1.4
1.6
1.8

2 0

A
ll

)
di

je
t

η
)/

(d
N

/d
di

je
t

η
(d

N
/d

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

η di
je

t
(d

N
/d

0.2
0.4
0.6
0.8

1

1.4

)
η

A
ll

di
je

t
)/

(d
N

/d

1.2

1.6
1.8

2
-1CMS pPb 35 nb

 = 5.02 TeVNNs

 > 120 GeV/c
T,1

p

 > 30 GeV/c
T,2

p

/3π > 2
1,2

φΔ

-2 -1 0 1 2 3

A
ll

)
di

je
t

η
)/

(d
N

/d
di

je
t

η
(d

N
/d

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

 < 20 GeV
|<5.2η4<|

TE

(a)pPb
Systematic Uncertainty

-2 -1 0 1 2

 < 25 GeV
|<5.2η4<|

T20 GeV < E

(b)

-2 -1 0 1 2 3

A
ll

)
di

je
t

η
)/

(d
N

/d
di

je
t

η
(d

N
/d

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 < 30 GeV
|<5.2η4<|

T25 GeV < E

(c)

)/2
2

η+
1

η=(
dijet

η
-2 -1 0 1 2 3

 < 40 GeV
|<5.2η4<|

T30 GeV < E

(d)

-2 -1 0 1 2 3

 > 40 GeV
|<5.2η4<|

TE

(e)

Fig. 7 Ratio of the dijet pseudorapidity distribution from each E4<|η|<5.2
T class shown in b–f of Fig. 6 to the spectrum from the inclusive E4<|η|<5.2

T
bin shown in a. The error bars represent the statistical uncertainties and the total systematic uncertainties are shown as yellow boxes

123



Eur. Phys. J. C (2014) 74:2951 Page 9 of 26 2951

dijet
η

-2 -1 0 1 2 3

di
je

t
ηd

di
je

t
dN

di
je

t
N

1

0

0.1

0.2

0.3

0.4

0.5

-1CMS pPb 35 nb  = 5.02 TeVNNs

 > 120 GeV/c
T,1

p
 > 30 GeV/c

T,2
p

/3π > 2
1,2

φΔ

(a)
< 20
20 - 25
25 - 30
30 - 40
> 40

 classes (GeV): 
|<5.2η4<|

TE

dijet
η

-2 -1 0 1 2 3

di
je

t
η d

di
je

t
dN

<
0]

di
je

t
η[

di
je

t
N

1

0

0.2

0.4

0.6

0.8

1

1.2

-1CMS pPb 35 nb  = 5.02 TeVNNs

 > 120 GeV/c
T,1

p
 > 30 GeV/c

T,2
p

/3π > 2
1,2

φΔ

(b)
< 20
20 - 25
25 - 30
30 - 40
> 40

 classes (GeV): 
|<5.2η4<|

TE

Fig. 8 Dijet pseudorapidity distributions in the five HF activity classes.
a The distributions are normalized by the number of selected dijet
events. b The distributions are normalized by the number of dijet events

with ηdijet < 0. The error bars represent the statistical uncertainties and
the dashed lines connecting the data points are drawn to guide the eye

cation is much larger than the predictions from the NLO cal-
culations based on impact-parameter dependent nPDFs [49]
in the region x < 0.1 for partons in lead nuclei. Note that
theory calculations are based on impact parameter, which can
take a large range of values in each HF activity class.

The pPb distributions for different HF activity classes,
from panels (b)–(f) of Fig. 6, are overlaid in Fig. 8. As shown
in Fig. 8a, a systematic monotonic decrease of the average
ηdijet as a function of the HF transverse energy E4<|η|<5.2

T is
observed. A decrease in the longitudinal momentum carried
by partons that participate in hard scattering coming from
the proton, or an increase in the longitudinal momentum of
partons from the lead nucleus, with increasing HF transverse
energy E4<|η|<5.2

T would result in a shift in this direction. In
order to compare the shape of the ηdijet distributions in the
interval ηdijet < 0 the spectra from pPb data are normalized
by the number of dijet events with ηdijet < 0 in the corre-
sponding HF activity class. In inclusive pPb collisions, this
interval roughly corresponds to x > 0.1 for partons in lead,
a region where the measurement is sensitive to the nuclear
EMC effect [50]. Using this normalization, the shapes of the
ηdijet distributions in the region ηdijet < 0 are found to be
similar, as is shown in Fig. 8b.

Figure 9 summarizes all of the E4<|η|<5.2
T dependent dijet

results obtained with pPb collisions. A nearly constant width
in the dijet azimuthal angle difference distributions and trans-
verse momentum ratio of the dijets as a function of E4<|η|<5.2

T
is observed. The lower panels show the mean and standard
deviation of the dijet pseudorapidity distribution, measured
using jets in the pseudorapidity interval |η| < 3 in the lab-
oratory frame, as a function of the HF transverse energy.
Those quantities change significantly with increasing for-

ward calorimeter transverse energy, while the simulated pp
dijets embedded in hijing MC, representing pPb collisions,
show no noticeable changes.

One possible mechanism which could lead to the observed
modification of the ηdijet distribution in events with large for-
ward activity is the kinematical constraint imposed by the
selection. Jets with a given transverse momentum at larger
pseudorapidity will have a larger energy (E = cosh(η)pT).
If a large part of the available energy in the collision is
observed in the forward calorimeter region, jets above a cer-
tain transverse momentum threshold are restricted to be in
mid-rapidity, which leads to a narrower dijet pseudorapidity
distribution. Moreover, the modification of the PDFs due to
the fluctuating size of the proton, as well as the impact param-
eter dependence of the nuclear PDFs, may further contribute
to the observed phenomenon. Therefore, the 〈ηdijet〉 is also
studied as a function of the forward calorimeter activity in
the lead direction (EPb

T ) at fixed values of forward activity in
the proton direction (Ep

T).
The correlation between 〈ηdijet〉 and EPb

T in different Ep
T

intervals is shown in Fig. 10. With low forward activity in
the proton direction (Ep

T < 5 GeV, blue circles and solid
lines near the top of the figure), the 〈ηdijet〉 is around 0.6
and only weakly dependent on the forward activity in the
lead direction. The observed high 〈ηdijet〉 indicates that the
mean x of the parton from the proton in the low Ep

T events is
larger than that in inclusive pPb collisions. With high forward
activity in the proton direction (Ep

T > 11 GeV, red stars and
solid lines near the bottom of the figure), the 〈ηdijet〉 is found
to be decreasing as a function of EPb

T , from 0.37 to 0.17. These
results indicate that the degree of modification of the ηdijet

distribution is highly dependent on the amount of forward
activity in the proton direction.

123



2951 Page 10 of 26 Eur. Phys. J. C (2014) 74:2951

Fig. 9 Summary of the dijet
measurements as a function of
E4<|η|<5.2

T . a Fitted �φ1,2 width
(σ in Eq. (1)). b Average ratio of
dijet transverse momentum.
c Mean of the ηdijet distribution.
d Standard deviation of the ηdijet
distribution. All panels show
pPb data (red solid circles)
compared to the
pythia + hijing (black open
circles) and pythia (light grey
band, where the band width
indicates statistical uncertainty)
simulations. The inclusive HF
activity results for pPb and
pythia + hijing are shown as
blue solid and black empty
squares, respectively. The
yellow, grey and blue boxes
indicate the systematic
uncertainties and the error bars
denote the statistical
uncertainties. Note that the
legend is spread over the four
subfigures
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Fig. 10 Mean of ηdijet distribution as a function of the raw transverse
energy measured in the HF calorimeter in the lead direction (EPb

T ) in
bins of forward transverse energy in the proton direction (Ep

T). The
lines indicate the systematic uncertainty on the points with matching
color, and the error bars denote the statistical uncertainties. The results
without selection on (Ep

T) are also shown as a solid black line with
statistical uncertainties represented by the line width. The dashed black
lines indicate the systematic uncertainty on the solid black line

7 Summary

The CMS detector has been used to study dijet production in
pPb collisions at

√
sNN = 5.02 TeV. The anti-kT algorithm

with a distance parameter of 0.3 was used to reconstruct jets
based on the combined tracker and calorimeter information.
Events containing a leading jet with pT,1 > 120 GeV/c and
a subleading jet with pT,2 > 30 GeV/c in the pseudorapid-
ity range |η| < 3 were analyzed. Data were compared to
pythia as well as pythia +hijing dijet simulations. In con-
trast to what is seen in head-on PbPb collisions, no significant
dijet transverse momentum imbalance is observed in pPb data
with respect to the simulated distributions. These pPb dijet
transverse momentum ratios confirm that the observed dijet
transverse momentum imbalance in PbPb collisions is not
originating from initial-state effects.

The dijet pseudorapidity distributions in inclusive pPb col-
lisions are compared to NLO calculations using CT10 and
CT10 + EPS09 PDFs, and the data more closely match the
latter. A strong modification of the dijet pseudorapidity dis-
tribution is observed as a function of forward activity. The
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mean of the distribution shifts monotonically as a function of
E4<|η|<5.2

T . This indicates a strong correlation between the
energy emitted at large pseudorapidity and the longitudinal
motion of the dijet frame.
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The structure of the neutron-rich bismuth isotope 217Bi has been studied for the first time. The fragmentation
of a primary 238U beam at the FRS-RISING setup at GSI was exploited to perform γ -decay spectroscopy, since
μs isomeric states were expected in this nucleus. Gamma rays following the decay of a t1/2 = 3 μs isomer
were observed, allowing one to establish the low-lying structure of 217Bi. The level energies and the reduced
electric quadrupole transition probability B(E2) from the isomeric state are compared to large-scale shell-model
calculations.

DOI: 10.1103/PhysRevC.90.034317 PACS number(s): 23.35.+g, 21.10.Tg, 23.20.−g, 27.80.+w

I. INTRODUCTION

The study of nuclei far from stability is a major research
field in modern nuclear physics, a field that has grown
substantially with the advent of radioactive ion beams. Various
regions of the nuclide chart have been explored with stable
beams using mainly fusion-evaporation, deep-inelastic, or
fission reactions. However, the neutron-rich isotopes around
lead, Z = 82, have always been difficult to populate with

*andrea.gottardo@lnl.infn.it; present address: Institut de Physique
Nucléaire, CNRS/IN2P3, and Université Paris Sud, Orsay, 91406,
France.

the aforementioned reactions. In the last fifteen years their
study has been made gradually possible by the use of frag-
mentation reactions combined with in-flight mass separators
and advanced setups for decay spectroscopy. For example, the
fragmentation of a uranium beam was used to produce 212Pb
and 211Bi and measure their isomeric decay [1]. Similarly,
the adjacent elements beyond N = 126 and below Z = 82,
such as thallium and mercury, have been studied [2,3]. For the
elements beyond N = 126 but well above Z = 82 the situation
is very different, as they can be populated with comparatively
large cross sections with spallation or fragmentation reactions
on uranium. The α decay from these heavy isotopes can
also populate lighter nuclei toward the lead region, enabling
their spectroscopic study. However, the bismuth isotopes, one
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proton above lead, are not all reachable via decay of easy-to-
produce heavy nuclei. The 211Bi isotope has been studied via
transfer and fragmentation reactions [1,4,5] and via the β and
α decay of 211Pb and 215At, respectively [6,7], leading to the
discovery of two isomeric states in the same decay sequence.
The 213Bi nucleus has also been studied by α decay of 217At,
and its first excited state, Iπ = 13/2−, was observed [8].
A long-lived isomer has recently been observed in 213Bi,
produced via 238U fragmentation, using the technique of mass
measurement in a storage ring [9]. Besides 211Bi, the only other
known isomeric state in the neutron-rich odd-even bismuth
isotopes is in 215Bi, six neutrons above N = 126, which was
populated with a spallation reaction at ISOLDE [10]. Such
reactions at ISOLDE were also successfully employed for the
production of 215Pb [11] and 218Bi [12].

Recent improvements in experimental devices and beam
intensities presently allow exploring more extensively the
exotic neutron-rich nuclei in this region, via fragmentation
reactions from a 238U beam [13]. For example, the neutron-rich
lead isotopes were studied, by taking advantage of long-lived
(μs range) 8+ seniority isomers, predicted by theory and
indeed identified up to 216Pb [13]. Nearby isotopes were also
effectively populated for the first time, up to mass number
219 for the bismuth nuclei and to mass 210 for the mercury
isotopes [14–16].

In more detail, in this mass region neutrons are filling
the 2g9/2 shell beyond the N = 126 shell closure, and this
gives rise in the even-even lead isotopes to a low-lying level
structure which agrees with the predictions of the seniority
scheme [13]. A very basic expectation is that the level structure
of 211–217Bi follows the same pattern, since the unpaired proton
outside the Z = 82 shell should couple with the excited levels
of the corresponding even-even lead core. The situation can
be complicated by the fact that the coupling gives rise to
a multiplet of states with different spins, which can allow
the decay of the seniority isomer to proceed through several
branchings. It is also possible that the high-spin members of a
multiplet lower the energy, thus creating spin traps with long
half-lives (t1/2 ∼ ms). Experimentally, the two known nuclei
211,215Bi have basically the same low-spin structure [4,10],
apart from a level inversion at high spin that forms the
measured yrast trap in 215Bi [10]. The long-lived isomer
observed in 213Bi is probably also coming from a level
inversion. Knowledge of the 217Bi nucleus, which is the object
of the present study, is limited to its ground state, which β−
decays to excited states of 217Po with a half-life of 92(3) s [17].
The spin and parity of the ground state are not known but
from systematics one can safely assume that it is 9/2−, due to
the occupation by the 83rd proton of the h9/2 single-particle
state.

The present paper, which reports the first spectroscopic
study of the neutron-rich nucleus 217Bi, is organized as follows.
In the first section the experimental setup is described in
detail. The second section provides the results from ion-mass
identification and γ spectroscopy. The final section deals with
the theoretical interpretation of the observed level scheme, in
the framework provided by shell-model calculations and by
taking into account the recent results on effective three-body
forces in lead nuclei [13].

II. EXPERIMENTAL SETUP

The results of this work have been obtained by exploiting
the advanced features of the state-of-the-art FRS-RISING
setup [18–21] and the UNILAC-SIS-18 accelerator facilities at
GSI by using a 1 GeV/A 238U beam with an intensity of around
1.5 × 109 ions/spill. The ∼1-s spills were separated by a ∼2-s
period without a beam. The uranium ions were fragmented
on a 2.5 g/cm2 Be target, followed by a 223 mg/cm2 Nb
stripper. The reaction products were separated and identified
in mass and atomic number with the double-stage magnetic
spectrometer FRS [18]. This is a mass spectrometer suitable for
discriminating the different magnetic rigidities of relativistic
beams, from light to heavy ions. The information gathered
from its detectors (see later) allows one to unambiguously
identify masses in the heavy region of interest (A ∼ 210–220).
The first particle detectors along the spectrometer were located
at the second focal plane, where different charge states from the
primary beam as well as other heavy ions can arrive, since their
magnetic rigidity is similar to one of the isotopes of interest.
These detectors cannot sustain the resulting high counting rate
(∼108 Hz) coming from the aforementioned contaminations.
Therefore, a homogenous 2 g/cm2 Al degrader was placed
after the first dipole in order to exclude the heavy fragments
above polonium from the acceptance of the FRS. The wedge-
shaped Al degrader at the intermediate focal plane, after the
second dipole, had a thickness of 758 mg/cm2, and its angle
was set to produce a monochromatic beam.

The identification in magnetic rigidity (Bρ) is achieved
through focal-plane position measurements with respect to
the position of a beam with a well-known Bρ. The plastic
scintillators at the intermediate and final focal planes allow
extracting the time of flight (TOF). The mass-to-charge ratio
(A/q) of the fragments is calculated from the TOF and the
Bρ, measured on an event-by-event basis. The atomic number
of the fragments is obtained from two ionization chambers
placed in the final focal plane. Finally, the comparison of the
Bρ before and after the Al wedge-shaped degrader allows
one to discriminate a possible change in the ion charge state.
These measurements are sufficient to provide a complete
identification of the isotopes event by event. Figure 1 shows a
typical identification plot obtained. The different isotopes are
clearly separated in both Z and A/q ratio (or better A/Z),
since only the fully stripped ions were selected.

At the final focal plane, the ions were slowed down in a thick
Al degrader in order to reduce the energy of the fragments of
interest before they were implanted in a double-sided silicon-
strip (DSSSD) detector system comprising three layers, each
with three DSSSD pads [21,22]. The monochromatic beam
ensured that the implantation depth in the active stopper was
the same for all the fragments of a certain A/q and Z. The
DSSSD detector system was surrounded by the RISING γ
spectrometer, consisting of 105 germanium crystals arranged
in 15 clusters with 7 crystals each [19,20]. The full-energy
γ -ray peak detection efficiency of the array was measured
to be 15% at 662 keV [19]. In the present experiment, due
to the presence of the active stopper with its casing, the ab-
solute efficiency of the array was ∼13% at 662 keV. The time
correlation between the γ rays and the ions detected with the
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FIG. 1. (Color online) Ion identification plot at the final focal
plane of the FRS. The 217Bi products have been circled, as have
some neighboring nuclei to provide a reference.

active stopper allowed one to perform at the same time isomer
spectroscopy and β-delayed γ -ray spectroscopy [14,15].

III. EXPERIMENTAL RESULTS

Figure 2 shows the γ -ray spectrum following the detected
isomeric decay of 217Bi. Four transitions are clearly visible and
their intensities are reported in Table I. The peak at 77 keV
corresponds to the Kα x rays from bismuth.

Figure 3 presents the results of γ γ coincidence analysis.
The γ rays at 744, 492, and 200 keV are in mutual coincidence,
and a coincidence relationship is also evident between the 744-
and the 685-keV lines. As already outlined above, one can
expect that the structure of bismuth nuclei is determined by the
coupling of the single proton outside the Z = 82 shell closure
to the excited levels in 216Pb. Since the lowest single-proton
orbital above Z = 82 is h9/2, one expects that the low-lying
levels in 217Bi have the configuration πh9/2 ⊗ νg2

9/2
(0+...8+).

The isomeric state should have a spin-parity 25/2−, with
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FIG. 2. Gamma-ray spectrum from the decay of the isomeric state
in 217Bi. The spectrum has been obtained by gating on the time
window 0.12–15 μs.

TABLE I. Areas, intensities corrected for efficiency and internal
conversion [23], and t1/2 of the isomeric state gated on the different
γ -ray transitions measured in 217Bi.

Eγ (keV) Area Intensity (%) t1/2 (μs)

200 401 (38) 92 (9) 3.1 (2)
492 331 (32) 87 (8) 2.9 (2)
685 45 (13) 14 (4) 3.3 (7)
744 307 (35) 100 (11) 2.8 (1)

a πh9/2 ⊗ (ν2g9/2)8+
configuration, corresponding to the 8+

isomer of lead nuclei. Therefore, following the systematics
from lighter odd-even bismuth isotopes, the 200-, 492-,
and 744-keV γ rays are assigned to the cascade 21/2− →
17/2− → 13/2− → 9/2−. The 25/2− → 21/2− transition is
expected to have a low energy (in 211Bi it is only 30 keV),
which makes it highly converted and unfeasible to measure
with the present experimental setup. The 685-keV γ ray is in
coincidence only with the 744-keV transition (see Fig. 3). It is
hence assigned to a decay from a state located 685 keV above
the 13/2− level and 7 keV lower than the 21/2− state. Figure 4
shows the exponential χ2 fit to the decay curves of the four
transitions. Within errors, the four fits give the same decay
constant, which suggests that the four transitions might be
following the decay of the same isomer, namely, the expected
25/2− state. Moreover, since one cannot exclude completely
that the 685-keV γ ray follows the decay of a second isomer
(with a very similar half-life) we have preferred to extract the
half-life of the 25/2− isomer from the error-weighted average
of the decay constants of the 200- and 492-keV transitions.
The isomer half-life deduced in this way is 3.0 ± 0.2 μs.

The characteristic Kα x rays from bismuth at 77 keV
are observed with an intensity compatible with the internal
conversion of the other four γ rays. Given that the binding
energy of the K electrons in bismuth is 90.5 keV, this
means that the transition directly depopulating the isomer
must be below ∼90 keV. From systematics in bismuth,
lead, and mercury isotopes [2,13], we assume a lower limit
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FIG. 3. Gamma-ray prompt coincidence spectra for the decay
from the isomeric state in 217Bi, with gates on the four transitions
following the isomer.
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FIG. 4. (Color online) Time distributions and exponential fits (in
red) for the 200-, 492-, 685-, and 744-keV transitions assigned to the
217Bi nucleus.

of 20 keV for this transition. Although the energy of the
25/2− → 21/2− transition is not known, the fact that it has to
be between 20 and 90 keV implies that it is highly converted,
and consequently the energy dependence of the E2 transition
rate is compensated by the opposite energy dependence of the
total E2 conversion coefficient [23]. As a result, the B(E2)
value from the isomeric state is only weakly dependent on
the transition energy, making it possible to have an estimate
of the B(E2) strength that ranges from 6.2 ± 0.3 e2 fm4 for
20 keV to 4.4 ± 0.2 e2 fm4 for 90 keV.

For the state decaying via the 685-keV γ ray to the 13/2−
level in 217Bi, the most straightforward assumption from the
measured decay constant is that it belongs to a second decay
branch of the same isomer feeding the other states. The
γ rays connecting the isomer to this level may not be observed
due to their low energy. Given that the x rays observed are
compatible with the internal conversion of the four transitions,
the energy of these connecting transitions has to be below
90 keV. The most probable scenario is that the 685-keV
transition has an M1 or E2 multipolarity, leading to a 15/2−
or 17/2− assignment for the new state at 1429 keV. Such
an assignment would imply at least two (or three if the spin
is 15/2−) transitions connecting the 25/2− isomer to the
1429-keV state. All such transitions will be well below 90 keV,
of E2 or M1 character, and thus almost completely converted.
The new states will be isomeric, and the combination of the
25/2− isomer half-life with these intermediate states should
lead to the measured half-life of the 1429-keV level. This
is compatible only with half-lives of the order of 100 ns
or shorter for the intermediate states, which are inside the
range expected from systematics in the decay sequence of
a seniority isomer of this region [5]. If the 1429-keV state
is fed by the 25/2− seniority isomer, this branching ratio of
14(4)% must be considered when estimating B(E2; 25/2− →
21/2−), resulting in a value which ranges from 5.6 ± 0.3
to 3.6 ± 0.2 e2 fm4. Nevertheless, one cannot exclude that a
second isomer exists in 217Bi and one possibility could be that
the 1429-keV state itself is isomeric. An isomeric transition of

744
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685
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(13/2 ) 744

(17/2 ) 1236
(21/2 ) 1436

(25/2 )
1429

 217Bi

t 1/2=3.0(2) s
1436+X (15/2-, 17/2-)

FIG. 5. Level scheme of 217Bi deduced from the present data.

685 keV would be well compatible with an E3 multipolarity,
thus giving a 19/2+ isomeric nature for the 1429-keV state.
In view of systematics, it is highly unlikely that this state is a
second isomer located at such low energy.

Figure 5 shows the level scheme of 217Bi proposed from the
present work. Considering the most likely scenario of a second
decay branch from the seniority isomer, the two possible spin-
parity assignments are indicated for the 1429-keV state, while
the 19/2+ hypothesis is disregarded.

IV. THEORETICAL DISCUSSION

The new states observed in 217Bi should be formed by
coupling a valence proton in the h9/2 orbital to the core-excited
states in 216Pb. Since the excited states up to 8+ in 216Pb
are understood within the seniority scheme (2g9/2)2, the same
structure is expected in 217Bi with the yrast states forming the
sequence 9/2−, 13/2−, 17/2−, 21/2−, and 25/2−. Figure 6
shows, for the 211–217Bi nuclei, the results of shell-model
calculations with the Kuo-Herling (KH) interaction [24]
compared with the experimentally known level schemes.
The valence space to describe these nuclei is constituted by
the neutron shells (g9/2i11/2d3/2d5/2g7/2s1/2j15/2)8 and by the
proton shells (h9/2f7/2i13/2f5/2p3/2p1/2)1. A full calculation
in this space is feasible, using state-of-the-art large-scale
shell-model codes such as ANTOINE or NATHAN [25,26], only up
to 213Bi. For 215,217Bi a reduction in the model space is needed.
The calculations for these latter two nuclei were performed by
restricting the proton valence space to h9/2f7/2 and by allowing
up to six neutrons in the i11/2 shell and up to four neutrons in
the j15/2 shell, while no restriction is given to the occupancy
of the other neutron orbitals g9/2, d3/2, d5/2, g7/2, and s1/2.
The fact that the energy of the first excited state, 13/2−, is
well reproduced shows that, even with this truncation, the pair
scattering from the νg9/2 orbital to the shells above is properly
described.

The agreement between the calculated and experimental
level energies is very good, being of the order of 100 keV (see
Fig. 6). The analysis of the nuclear wave function confirms the
above-mentioned simple scheme where the single proton in
the h9/2 orbital couples to the excited, seniority-two, neutron
states of the corresponding even-even Pb isotopes.
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FIG. 6. Experimental and calculated partial level schemes for the odd-mass bismuth isotopes. The calculations were performed using the
KH interaction. The 217Bi level scheme results are from the present work. The experimental data are taken from Refs. [4,8–10].

Concerning the 1429-keV level in 217Bi, for which we
propose a 15/2− or 17/2− assignment, the shell-model
calculations predict both a 15/2− and a 17/2− state close
by in energy. A sensitive test of the nuclear wave function
is given by the B(E2) values of the transitions depopulating
the isomeric states. The half-lives of the 25/2− levels in 211Bi
and 217Bi are 1.4 ± 0.3 μs [1] and 3.0 ± 0.2 μs (this work),
which yield a reduced transition probability B(E2) of 8(2)
e2 fm4 for 211Bi and from 6.2 ± 0.3 to 4.4 ± 0.2 e2 fm4 for
217Bi, as discussed before. The 25/2− seniority isomer is not
known in 213Bi, while in 215Bi the presence of the 27/2−
spin trap does not allow a seniority isomer. It is worth noting
that the spin inversion in 215Bi between 25/2− and 27/2−
is well reproduced by shell-model calculations, as shown in
Fig. 6. We have calculated the B(E2) values using the same
valence space and interaction already employed for the level
energies and adopting the standard effective charges for this
region: eπ = 1.5e and eν = 0.8e [24]. The results are 92 and
1.0 e2 fm4 for 211Bi and 217Bi, respectively. The discrepancy
with the experimental results is large. What is most disturbing
is that, while the experimental B(E2) values are close to
each other, as happens for the corresponding B(E2) values
in the core nuclei 210Pb and 216Pb, the theoretical B(E2)
values, which for the lead cores were comparable, differ
here by a factor of 100. As mentioned above, for the 217Bi
calculations a restricted shell-model space had to be used and
this could be a possible cause of the large difference in the cal-
culated B(E2) values. With the intent to further understand
this behavior, we have applied to the Bi isotopes the same
approach successfully adopted in Ref. [13], where effective
three-body forces have been included. In the bismuth case,
however, since there is a proton in the valence space, it is
difficult to perform a diagonalization in a space which includes
all the neutron (and proton) shells as in Ref. [13]. On the other
hand, it was shown that the relevant renormalization for the
quadrupole operator is provided by particle-hole excitations

across the 	J = 2, 0�ω shells νi13/2–νg9/2 and πh11/2–πf7/2,
partners in the quasi-SU(3) scheme [13]. They are responsible
for quadrupole coherence [27] and their inclusion allows
one to evaluate the possible effect of effective three-body
forces.

For the bismuth isotopes we have then performed the
calculations including only these relevant shells, plus the πh9/2

orbital occupied by the unpaired proton, where the Kahana-
Lee-Scott (KLS) interaction and the effective charges eπ ∼
1.5e and eν ∼ 0.5e have been used. The calculated level
energies are in agreement with the ones obtained with the
full space once the paring matrix elements of the νg9/2 shell
are renormalized to reproduce the energy of the 13/2+ state.
The B(E2) strengths calculated are 38 and 28 e2 fm4 for
211Bi and 217Bi, respectively. The disagreement between the
measured and the calculated B(E2) values remains large for
both 211Bi and 217Bi. However, with the inclusion of effective
three-body forces the calculated B(E2) values for 211Bi and
217Bi become similar, as they are experimentally. The fact
that the ratio between the 211Bi and 217BiB(E2) values is
reproduced is significant since it shows that the inclusion
of core excitations, equivalent to considering effective three-
body forces, is restoring the symmetry in the B(E2) values
relatively. What remains to be understood is the discrepancy
of the absolute value, which in both nuclei is experimentally
lower by a factor of 4–5. Explanations for this behavior are
not straightforward and may be found when more refined
shell-model calculations in such large spaces become possible
or when more dedicated experiments are performed to look
into this problem.

V. CONCLUSIONS

The present paper reports on the first results on the excited
states in the neutron-rich nucleus 217Bi. The study of this exotic
isotope was made possible by the presence of isomeric states,
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which allowed one to perform decay γ spectroscopy using a
radioactive beam produced from the uranium fragmentation.
Four transitions were assigned to the decay from an isomeric
state with a half-life of 3.0 ± 0.2 μs. The expected decay
branch from the seniority isomer was observed, but there
is evidence for another decay branch, probably from the
same isomer. The derived level scheme was compared with
systematics from lighter isotopes, as well as state-of-the-art
shell-model calculations. Whereas the level energies of 217Bi
as well as of the other lighter odd-even Bi isotopes are well
reproduced, the same calculations fail completely to predict
the experimental B(E2) values from the 25/2− seniority
isomers in 211Bi and 217Bi. When effective three-body forces
are included, the correct ratio between the experimental
B(E2) values is restored but not the absolute value. These
experiments on heavy exotic nuclei are still at the limits in
terms of statistics and sensitivity and may gain a lot from

the expected improvements of experimental setups and beam
intensities. Finally, from the theoretical point in view, in order
to overcome the present difficulties, developments of codes
able to perform a diagonalization in the full valence space are
mandatory.
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Abstract. Fusion cross-section measurements were performed for system 40Ca + 70Zn around the Coulomb
barrier energies using Heavy Ion Reaction Analyzer (HIRA). The observed enhancement in experimental fusion
cross-sections was investigated via coupled-channels formalism. The coupling of inelastic excitations alone
could not reproduce the experimental data, however, the effect of octupole state of the projectile was observed
to be significant. The multi-neutron positive Q-value transfer channels were also included in the calculations
using semi-classical model. It was observed that two neutrons pick-up channel gave a major contribution to
the fusion enhancement and successfully reproduce the experimental data at above as well as below barrier
energies. The coupling of more than two neutrons transfer could not give any significant enhancement to sub-
barrier fusion.

1 Introduction

The fusion reaction is an extensively studied phenomenon
at and near the Coulomb barrier. A numerous investi-
gations were performed in past years with various sys-
tems which showed a large enhancement of fusion cross-
sections in comparison with theoretical predictions at sub-
barrier energies [1]. It was demonstrated under the frame-
work of coupled-channels (CC) formalism that fusion is
influenced by inelastic excitations of colliding nuclei and
transfer of neutrons [2]. The effect of inelastic excitations
were well understood with the available theoretical mod-
els. However, due to the complicated mechanism involved
in coupling the transfer channels in theoretical models, the
role of multi-neutron transfer on fusion was not explored
in detail.

The influence of transfer on fusion was noticed in sys-
tems having a positive Q-value for neutron transfer chan-
nels [3–9]. However, in few recent work, in spite of pos-
itive Q-values, no effect of the transfer channel on fusion
enhancement was observed [10–12]. Apart from this, it
was demonstrated in a literature that only outermost neu-
trons (up to two neutrons) of nuclei give a significant con-
tribution to the fusion enhancement [13]. The importance
of two neutrons pick-up channel was also highlighted for
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system 40Ca + 64Ni whose experimental data was well re-
produced by coupling with two neutron transfer. This sys-
tem has positive Q-value for up to six neutrons pick-up
channels [14]. Further, the effect of pair transfer on fu-
sion enhancement was reported recently by Stefanini et al.
[15, 16] for 40Ca + 96Zr system where the fusion cross-
sections were measured at deep sub-barrier energies. No
fusion hindrance was observed in this system. It was
pointed out that strong transfer couplings may be the rea-
son for this observation. Beside these observations, the
importance of multi-neutron transfer on sub-barrier fusion
was also indicated in an article [5].

Considering all the above observations, in order to ex-
plore the effect of transfer channels on fusion enhance-
ment, 40Ca + 70Zn system was selected for the present
study. 40Ca is a doubly magic nucleus, however, octupole
state was shown to be an important state for 40Ca [17]. The
system has positive Q-value for seven neutrons pick-up
channels (2n-8n), therefore, importance of multi-neutron
transfer on fusion can be examined with this system. The
Q-values for 2n to 8n pick-up channels are 4.14, 1.88,
5.96, 2.31, 4.73, 0.14 and 0.98 MeV respectively.

2 Experiment Details
The fusion cross-sections for 40Ca + 70Zn were measured
at Inter University Accelerator Centre (IUAC), New Delhi.
A pulsed beam of 40Ca was used to bombard a self-
supporting 70Zn target (95% isotopic enrichment) of 670
µg/cm2 thickness. The measurements were carried out us-
ing the Heavy Ion Reaction Analyzer (HIRA) [18] which

EPJ Web of Conferences 163, 00029 (2017) DOI: 10.1051/epjconf/201716300029
FUSION17

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution  
License 4.0 (http://creativecommons.org/licenses/by/4.0/).



was kept at zero degree with respect to beam direction
with 5 mSr of solid angle acceptance. At the focal plane
of HIRA, a Multi-Wire proportional Counter (MWPC) of
area 15 × 5 cm2 was placed followed by segmented Ion-
ization Chamber (IC) of 7.0 × 3.5 cm2 area and active
lengths of 3 cm-5.8 cm-13 cm for detection of evapora-
tion residues (ERs) arriving at the focal plane. During
the experiment, MWPC and IC were operated at a pres-
sure of 2 mbar and 30 mbar of isobutane gas respectively.
In addition to these detectors, two Silicon Surface Barrier
Detectors (SSBD) were kept symmetrically at an angle of
25◦ on both the sides of incoming beam inside the tar-
get chamber. These detectors were used to monitor the
beam during experiment and for normalization of fusion
cross-sections. A carbon foil of thickness 40 µg/cm2 was
placed 10 cm downstream from the target for equilibration
of charge states of ERs. For estimation of HIRA transmis-
sion efficiency for ERs, a High Purity Germanium (HPGe)
detector was mounted on top of the target chamber at 90◦

to the beam direction.
The cross-section measurements were performed

around the Coulomb barrier from laboratory energies 142
to 106 MeV. The fusion cross-sections were calculated us-
ing the yield of evaporation residues (ERs) which were
separated from the beam-like particles at the focal plane
using energy loss in MWPC versus time of flight (TOF)
spectrum [5]. For the cross-section calculations, transmis-
sion efficiency of HIRA was estimated experimentally by
gamma ray coincidence technique [5] and it was found to
be 7.8% at 130 MeV laboratory energy. It was also calcu-
lated as 7.6% using Monte-Carlo code TERS [19].

3 Results and Discussion

The experimental fusion cross-sections were extracted and
compared with the theoretical calculated cross-sections
based on coupled-channels formalism as shown in fig-
ure 1. The experimental error in fusion cross-sections
includes statistics related error and the error in transmis-
sion efficiency. The reported energies are corrected for
loss in half thickness of the target. For initial estimation
of theoretical fusion cross-sections, Akyuz-Winther (AW)
parameterization was employed for Woods-Saxon poten-
tial. The AW parameters for the 40Ca + 70Zn system were
V0 = 69.87 MeV, r0 = 1.18 fm and a0 = 0.67 fm, which
gave barrier parameters as Vb = 76.76 MeV, Rb = 10.48 fm
and �ω = 3.70 fm. The calculations were performed
using CCFULL code [20] by considering projectile and
target nuclei as a vibrator. To begin with, the coupling
was switched off and no coupling fusion excitation func-
tion was obtained which underpredicted the experimental
cross-sections. Therefore, in order to obtain a good fit to
the above barrier experimental data, potential parameters
were varied. The new set of parameters gave a slightly
lower potential barrier as compared to the barrier obtained
with AW parameters (Vb). Using these new set of poten-
tial parameters, calculations were performed to estimate
the fusion cross-sections with state 3− (E3− = 3.74 MeV,
β3 = 0.33) of the projectile. Coupling to this state gave
a considerable enhancement to the cross-sections in the

above barrier region and overpredicted the data in near
barrier region. The new set of potential parameters could
not give an appropriate fit to the above and near barrier
data with projectile coupling hence, it was decided to use
AW parameters for further calculations. After including
the projectile octupole (3−) state with AW parameters, the
cross-sections were enhanced significantly and a reason-
able fit to the above and near barrier fusion cross-sections
was obtained as can be seen in figure 1. Whereas, the state
2+ (E2+ = 3.90 MeV, β2 = 0.123) of 40Ca gave a negligi-
ble contribution to the fusion cross-sections. In projectile
excitations, 3− state of 40Ca seems to be an important state.
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Figure 1. Experimental fusion cross-sections for 40Ca + 70Zn
system along with coupled-channels calculations performed with
CCFULL code. The arrow at the bottom indicates the position of
the barrier.

In case of target excitations, both 2+ (E2+ = 0.88 MeV,
β2 = 0.23) as well as 3− (E3− = 2.86 MeV, β3 = 0.22) states
enhanced the cross-sections by a similar amount in be-
low barrier region however, 3− state gave an additional en-
hancement in the above barrier region. The multi-phonon
and mutual excitations were also taken into consideration
in the calculations. The two phonon 2+ state of target fur-
ther enhanced the cross-sections slightly and the excita-
tion 2+ 3− gave a considerable enhancement to the cross-
sections. When both projectile as well target excitations
were considered simultaneously in the calculations, then
excitation 40Ca: 3− and 70Zn: 2+ 3− overpredicted the data
in near barrier region while not explaining the data in sub-
barrier region. Whereas, the excitation 40Ca: 3− and 70Zn:
two phonons of 2+ reproduced the data reasonably well in
above and near barrier energy region. This is depicted in
figure 2.

The inelastic excitations alone could not reproduce the
experimental data. This indicates that apart from inelastic
excitations, transfer channels may play an important role
for 40Ca + 70Zn as Q-value is positive for multi-neutron
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tion residues (ERs) arriving at the focal plane. During
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In addition to these detectors, two Silicon Surface Barrier
Detectors (SSBD) were kept symmetrically at an angle of
25◦ on both the sides of incoming beam inside the tar-
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beam during experiment and for normalization of fusion
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separated from the beam-like particles at the focal plane
using energy loss in MWPC versus time of flight (TOF)
spectrum [5]. For the cross-section calculations, transmis-
sion efficiency of HIRA was estimated experimentally by
gamma ray coincidence technique [5] and it was found to
be 7.8% at 130 MeV laboratory energy. It was also calcu-
lated as 7.6% using Monte-Carlo code TERS [19].

3 Results and Discussion

The experimental fusion cross-sections were extracted and
compared with the theoretical calculated cross-sections
based on coupled-channels formalism as shown in fig-
ure 1. The experimental error in fusion cross-sections
includes statistics related error and the error in transmis-
sion efficiency. The reported energies are corrected for
loss in half thickness of the target. For initial estimation
of theoretical fusion cross-sections, Akyuz-Winther (AW)
parameterization was employed for Woods-Saxon poten-
tial. The AW parameters for the 40Ca + 70Zn system were
V0 = 69.87 MeV, r0 = 1.18 fm and a0 = 0.67 fm, which
gave barrier parameters as Vb = 76.76 MeV, Rb = 10.48 fm
and �ω = 3.70 fm. The calculations were performed
using CCFULL code [20] by considering projectile and
target nuclei as a vibrator. To begin with, the coupling
was switched off and no coupling fusion excitation func-
tion was obtained which underpredicted the experimental
cross-sections. Therefore, in order to obtain a good fit to
the above barrier experimental data, potential parameters
were varied. The new set of parameters gave a slightly
lower potential barrier as compared to the barrier obtained
with AW parameters (Vb). Using these new set of poten-
tial parameters, calculations were performed to estimate
the fusion cross-sections with state 3− (E3− = 3.74 MeV,
β3 = 0.33) of the projectile. Coupling to this state gave
a considerable enhancement to the cross-sections in the

above barrier region and overpredicted the data in near
barrier region. The new set of potential parameters could
not give an appropriate fit to the above and near barrier
data with projectile coupling hence, it was decided to use
AW parameters for further calculations. After including
the projectile octupole (3−) state with AW parameters, the
cross-sections were enhanced significantly and a reason-
able fit to the above and near barrier fusion cross-sections
was obtained as can be seen in figure 1. Whereas, the state
2+ (E2+ = 3.90 MeV, β2 = 0.123) of 40Ca gave a negligi-
ble contribution to the fusion cross-sections. In projectile
excitations, 3− state of 40Ca seems to be an important state.
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Figure 1. Experimental fusion cross-sections for 40Ca + 70Zn
system along with coupled-channels calculations performed with
CCFULL code. The arrow at the bottom indicates the position of
the barrier.

In case of target excitations, both 2+ (E2+ = 0.88 MeV,
β2 = 0.23) as well as 3− (E3− = 2.86 MeV, β3 = 0.22) states
enhanced the cross-sections by a similar amount in be-
low barrier region however, 3− state gave an additional en-
hancement in the above barrier region. The multi-phonon
and mutual excitations were also taken into consideration
in the calculations. The two phonon 2+ state of target fur-
ther enhanced the cross-sections slightly and the excita-
tion 2+ 3− gave a considerable enhancement to the cross-
sections. When both projectile as well target excitations
were considered simultaneously in the calculations, then
excitation 40Ca: 3− and 70Zn: 2+ 3− overpredicted the data
in near barrier region while not explaining the data in sub-
barrier region. Whereas, the excitation 40Ca: 3− and 70Zn:
two phonons of 2+ reproduced the data reasonably well in
above and near barrier energy region. This is depicted in
figure 2.

The inelastic excitations alone could not reproduce the
experimental data. This indicates that apart from inelastic
excitations, transfer channels may play an important role
for 40Ca + 70Zn as Q-value is positive for multi-neutron
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Figure 2. Experimental fusion cross-sections for 40Ca + 70Zn
system along with coupled-channels calculations performed with
CCFULL code. The combined effect of projectile and target in-
elastic states are shown with different colored lines (See text).
The arrow at the bottom indicates the position of the barrier.

pick-up channels. The code CCFULL considers only one
pair of transfer channel between ground states. In or-
der to examine the role of multi-neutron transfer, semi-
classical model (empirical coupled-channels, ECC) of Za-
grabaev et al. [21] was undertaken to perform the calcu-
lations through which one can incorporate up to four neu-
tron transfer channels in the calculations on the basis of
Q-value. Initially, the fusion excitation function was ob-
tained without coupling of transfer channels as shown in
figure 3. After that, neutron pick-up channels were suc-
cessively added in the calculations. It can be seen that one
neutron pick-up channel has negligible effect on fusion en-
hancement. The two neutron pick-up channel enhanced
the sub-barrier cross-sections to a large extent and give an
appropriate fit to the entire experimental data. The transfer
channels 3n and 4n pick-up could not give any significant
enhancement to the cross-sections which implies that the
sub-barrier fusion enhancement was mainly due to the two
neutron transfer despite the presence of a large number of
positive Q-value transfer channels.

A detail investigation is still required to clarify the
impact of two or multi-neutron transfer on fusion. The
explicit coupling of multi-neutron transfer channels in
the theoretical calculations will be advantageous to dis-
entangle the neutron transfer and structure effects on fu-
sion enhancement. The structure of the colliding nuclei
may also affect the transfer coupling itself and thereby
fusion. The excitation process involved during the re-
arrangement of nucleons between colliding partners may
influence the dynamics of the sub-barrier fusion process.
The presently available exotic ions from radioactive beam
facilities opens up a possibility to explore the dynamics of

the fusion reactions far away from the stability line where
transfer and break up mechanisms may strongly influence
the fusion cross-sections around the barrier and in sub-
barrier region.
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Figure 3. Experimental fusion cross-sections for 40Ca + 70Zn
system compared with the theoretical cross-sections obtained us-
ing ECC model. The arrow at the bottom indicates the position
of the barrier.

4 Summary

Fusion excitation function was measured for the system
40Ca + 70Zn to explore the role of multi-neutron transfer
on sub-barrier fusion enhancement. The cross-sections
were analyzed within coupled-channels formalism using
CCFULL and ECC model. The effect of octupole vibra-
tion of 40Ca was found to be major which gave a notice-
able enhancement to the cross-sections in the entire energy
range. The present results show the importance of trans-
fer channels for explaining the sub-barrier fusion enhance-
ment, however, transfer of only two neutrons was sufficient
to reproduce the fusion cross-sections in above and below
barrier energy region. It was observed that transfer chan-
nels beyond two neutrons have a negligible effect on sub-
barrier fusion enhancement indicating the less importance
of large number of neutron transfer on sub-barrier fusion.
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ABSTRACT

Investigation of period–color (PC) and amplitude–color (AC) relations at the maximum and minimum light can be used
to probe the interaction of the hydrogen ionization front (HIF) with the photosphere and the radiation hydrodynamics of
the outer envelopes of Cepheids and RR Lyraes. For example, theoretical calculations indicated that such interactions
would occur at minimum light for RR Lyrae and result in a flatter PC relation. In the past, the PC and AC relations have
been investigated by using either the (V−R)MACHO or (V− I) colors. In this work, we extend previous work to other
bands by analyzing the RR Lyraes in the Sloan Digital Sky Survey Stripe 82 Region. Multi-epoch data are available for
RR Lyraes located within the footprint of theStripe 82 Region in five (ugriz) bands. We present the PC and AC
relations at maximum and minimum light in four colors: (u− g)0, (g− r)0, (r− i)0,and (i− z)0, after they are corrected
for extinction. We found that the PC and AC relations for this sample of RR Lyraes show a complex nature in the form
of flat, linear or quadratic relations. Furthermore, the PC relations at minimum light for fundamental mode RR Lyrae
stars are separated according to the Oosterhoff type, especially in the (g− r)0 and (r− i)0 colors. If only considering the
results from linear regressions, our results are quantitatively consistent with the theory of HIF-photosphere interaction
for both fundamental and first overtone RR Lyraes.

Key words: stars: atmospheres – stars: fundamental parameters – stars: variables: RR Lyrae

Supporting material: machine-readable table

1. INTRODUCTION

It has been well known that the helium II partial ionization
zone drives the radial pulsation of Cepheids and RR Lyraes via
the κ-mechanism. In between this zone and the photosphere,
defined as a layer with anoptical depth ofτ=2/3, there exists
another partial ionization zone—the hydrogen ionization front
(HIF). During the cycle of pulsation, the HIF will move “in-
and-out” within the mass distribution. Furthermore, the relative
positions of the HIF and stellar photosphere change with the
pulsation phase. Hence, it is possible that HIF will interact with
the photosphere at certain phases of the pulsation, where the
photosphere is located at the base of the HIF. This has been
demonstrated with aseries of pulsation models constructed, for
example, in Simon et al. (1993), Kanbur (1995), Kanbur &
Phillips (1996), and Kanbur et al. (2004). Results based on
these calculations suggested that this interaction will occur at
maximum and and minimum light for Cepheids and RR
Lyraes, respectively.

The period–color (hereafter PC) and amplitude–color (here-
after AC) relations at maximum and minimum light can be used
as diagnostics of such interactions for Cepheids and RR Lyraes.
For instance, the interaction of HIF with thephotosphere at
certain pulsation phases would imply thatthe observed PC
relation will be flat or very shallow (that is, theslope of the PC
relation is close to zero) at these phases (for a thorough
discussion on this, see Bhardwaj et al. 2014, and references
therein). In the case of Cepheids, the PC and AC relations have
been extensively studied in a series of papers (Kanbur &
Ngeow 2004; Kanbur et al. 2004, 2007, 2010; Kanbur &
Ngeow 2006), as well as in Bhardwaj et al. (2014). For RR
Lyraes, Kanbur & Fernando (2005) investigated the PC and
AC relations based on 4829 RR Lyraes in Large Magellanic

Cloud obtained from the MACHO project, and found that the
PC and AC relations at minimum light have a slope close to
zero for this set of RR Lyraes. A similar result was also found
with the fundamental mode RR Lyraes in theLarge and Small
Magellanic Cloud using the Optical Gravitational Lensing
Experiment III (OGLE-III) data (Bhardwaj et al. 2014). Note
that the flatness of the RR Lyraes PC relation at minimum light
provides an alternate approach to estimate the reddening
(Sturch 1966).5

In this paper, we extend the previous work to the RR Lyraes
found in the Sloan Digital Sky Survey (SDSS) Stripe 82 region.
Kanbur & Fernando (2005) and Bhardwaj et al. (2014) studied
the PC and AC relations based on the (V− R)MACHO color and
the (V− I) color respectively. In contrast, the SDSS data
enables our investigation of PC and AC relations in multi-
colors. Preliminary results of this work can be found in
Bontorno et al. (2011), and the main purpose of this paper is to
present the final results based on the full analysis of the SDSS
Stripe 82 RR Lyrae data. We first describe the data and
methods used in this paper in Section 2. We then present the
analysis of this set of data and the results in Section 3. Finally,
adiscussion and conclusions of this paper are given in
Section 4.

2. DATA AND METHODS

The ugriz band photometric light-curve data for RR Lyraes
in theSDSS Stripe 82 region was adopted from Sesar et al.
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5 Some examples of using thePC relation at minimum light to estimate
reddening can be found in Guldenschuh et al. (2005), Kunder et al. (2010),and
Layden et al. (2013). However, detailed investigation of such applications is
beyond the scope of this paper.
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(2010), who found 483 RR Lyrae based on observations that
spanned from 1998 September to 2007 November. Median
numbers of data points per light curve are 55 and 56 in uz
bands and gri bands, respectively. Further details regarding this
data set can be found in Sesar et al. (2010), and will not be
repeated here. This set of RR Lyraes includes 379 fundamental
mode RRab stars and 104 first overtone RRc stars. In addition
to the light-curve data, Sesar et al. (2010) also provided the
ugriz band template light curves for RR Lyraes. We adopted
these template light curves to derive the amplitudes and colors
at maximum and minimum light for each RR Lyrae in the
sample as described further below.

In the first step, each of the light curves is converted to a
phased light curve according to f(t)=t/P−INT(t/P), where
P is the pulsation period as given in Sesar et al. (2010) and the
function INT takes the integer part of the argument. The
template light curves in a given band were then fitted to the
phased light curves by determining the mean magnitudes,
amplitudes, and the phase difference between the template and
phased light curves. The Nelder & Mead (1965) simplex
minimization algorithm, implemented within the GNU Scien-
tific Library, was employed to perform the fitting.

For a given RR Lyrae, the g-band best-fitted template light
curve is used to determine the phases of maximum and
minimum light, which are needed for constructing the PC and
AC relations at these two extreme phases. We use this
definition rather than the difference between the brightest and
faintest observed points, in order to prevent amplitudes being
effected by outliers. In other words, the SDSS colors l l-1 2( )
at maximum light, where λ1<λ2, were determined from the
same phase when the gband is at maximum light. The same
procedure was applied to determine the SDSS colors at
minimum light. We emphasize that the colors at maximum
light and minimum light were not based on the extreme values
in a given light curve.6 The main reason to select the g-band
light curve as the reference light curve for determining these
two extreme phases is because at typical RR Lyrae effective

temperatures (around ∼6000 K to ∼7000 K), Wien’s displace-
ment law suggests that the wavelengths at which the blackbody
curve peaks will fall within the g-band transmission curve. For
the same reason amplitudes of these RR Lyraes will be based
on the g-band fitted template light curves. Taking a reference
band in this way and computing the colors at maximum and
minimum light with respect to the reference band will preserve
the phase differences in light curves at different wavebands.
Figure 1 presents examples of the fitted ugriz band template

light curves to randomly selected RR Lyraes in our sample. We
visually examined all fitted light curves and removed those RR
Lyraes that met either one of the following conditions: (a) light
curves that show evidence of Blazhko or amplitude modulatio-
n7and/or (b) light curves that do not exhibit well-defined colors
at maximum and minimum light.8 Our philosophy is governed by
selecting a subset of well-fitted light curves, such as those
presented in Figure 1, rather than including data that do not have
well-determined colors at maximum and minimum light. After
visual inspection, 312 and 86 RR Lyraes of ab- and c-types were
left in our sample, respectively. Extinction corrections were
determined using the r-band extinction values (Ar) given in Sesar
et al. (2010); extinctions in other bands were scaled with the
following relations:9Au= 1.873Ar, Ag=1.377Ar, Ai=0.758Ar,
and Az=0.537Ar.
It is well known that the RRab stars in globular clusters

exhibit the so-called Oosterhoff dichotomy (for examples, see
Catelan 2009): the Oosterhoff type I and II (hereafter OoI and
OoII, respectively) can be distinguished via the period–
amplitude (or Bailey) diagram (for examples, see Clem-
ent 2000; Smith et al. 2011). Before investigating the PC and
AC relations for these RR Lyrae in the next section, we further

Figure 1. Examples of fitting the ugriz template light curves to the light-curvedata of RR Lyrae. Both of the light curves’ data and the template light curves were
taken from Sesar et al. (2010). The dashed and dotted vertical lines represent the phases at g-band maximum and minimum light, respectively.

6 That is, the color (λ1−λ2) at maximum light is not same as l l-1
max

2
max( ),

where λmax is the maximum light for light curve in bandpass λ.

7 Based on visual inspection, we suspect that ∼40 RRab and ∼11 RRc stars
display evidence of Blazhko modulation. This is about 11% of the sample
studied here. However, a detailed study to confirm or falsify the Blazhko nature
of these RR Lyraes is beyond the scope of this work.
8 This could be due to, for example, sparse light curves that do not have data
points around maximum and/or minimum light, light-curve data points that
displayed large scatter, etc.
9 Adopted from http://www.astro.washington.edu/users/ivezic/sdss/
catalogs/stripe82.html.
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divided our RRab stars into the OoI and OoII types by using
the criterion suggested in Sesar et al. (2010). Figure 2 displays
the period–amplitude diagram and the classified OoI (N= 248)
and OoII (N= 64) RRab stars.

3. ANALYSIS AND RESULTS

Table 1 presents the g-band amplitudes and the colors at
maximum and minimum light for our RR Lyrae sample. The
corresponding plots of the PC and AC relations are displayed in
Figures 3 and 4, respectively. We discuss our analysis and
results on these relations further in the following subsections.
The observed PC relations were also compared to the synthetic
colors in Figure 5.

3.1. The PC Relations at Maximum Light

Kanbur & Fernando (2005) and Bhardwaj et al. (2014) found
a significant non-zero and positive slope for the PC relation at
maximum light in the (V− R)MACHO and (V− I) colors,
respectively. In the left panel of Figure 3, we plotted the PC
relations at maximum light for RRab and RRc stars: these
display a variety of behavior. For example, we found
significantly positive slopes for fundamental mode RRab stars
for all colors, confirming the results presented in earlier work,
except in (u− g)0 color. The (u− g)0 behavior at maximum
light is more complicated. The RRab stars appeared to exhibit a
flat relation with this becoming negative for the OoII RRab
stars. In the case of first overtone RRc stars, shown as red
crosses in Figure 3, the (u− g)0 PC slope is negative and a

Figure 2. Period–amplitude diagram for RRab stars in our sample. The dashed curve is the quadratic regression fit to the locus of the data, as given in Sesar et al.
(2010, their Equation (21)). Shifting this curve to the right by 0.03 in Plog yields the solid curve, which is the criterion given in Sesar et al. (2010) to separate the OoI
RRab (open green squares) and OoII RRab (filled magenta squares) stars.

Table 1
Amplitudes and Colors at the Maximum and Minimum Light for RR Lyrae Stars in the Sample

At Maximum Light At Minimum Light

IDa Type Plog AMPg
b (u − g)0 (g − r)0 (r − i)0 (i − z)0 (u − g)0 (g − r)0 (r − i)0 (i − z)0

4099 ab-OoI −0.19263 0.564 1.173 0.101 0.020 0.003 1.096 0.266 0.099 0.021
13350 ab-OoI −0.26123 1.116 1.228 −0.064 −0.082 −0.030 1.127 0.260 0.065 0.038
15927 ab-OoI −0.21306 0.688 1.256 0.067 −0.004 −0.016 1.229 0.269 0.113 0.014

Notes.
a ID from Sesar et al. (2010).
b The g-band amplitude.

(This table is available in its entirety in machine-readable form.)
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slight positive slope for all other colors. The negative PC slopes
in the (u− g)0 color and positive PC slopes in other longer
wavelength colors could be understood due to the bolometric
corrections when transforming the physical quantities (lumin-
osity and effective temperature), to observable quantities such
as magnitudes and colors (Cáceres & Catelan 2008). The left
panel of Figure 5 compares the observed colors at maximum
light, i.e., those from left panel of Figure 3, to the synthetic
colors derived using the relations given in Cáceres & Catelan
(2008), which demonstrates that the trends of the PC relations
are very similar in both cases.

Figure 3 also reveals that the PC relations at maximum light
for RRab stars, especially in the (g− r)0 and (r− i)0 colors, can
be split into two sequences that belong to OoI and OoII RRab
stars, respectively (note that RRc stars do not split into two
sequences in Figure 3). Therefore, regressions on the PC
relations were fitted separately to the OoI and OoII RRab stars.
We first fit a linear regression to the PC relations at maximum
light, and the fitted parameters are listed in columns (2) and (3)
in Table 2. We then applied a standard t-test to see if the
slope(β1) from the linear regression is consistent with zero or
not, with null and alternate hypotheses asH0:β1=0 and HA:
β1¹ 0, respectively. By adopting a confidence level at
α=0.05, the null hypothesis can be rejected if the p-value,
p(t), is smaller than 0.05. The t-test results given in Table 2
show that p(t)∼0.00 for all PC relations at maximum light.
Hence, these PC relations exhibit a significant slope from the
linear regression, regardless of the type of RR Lyrae (OoI
RRab, OoII RRab, or RRc). In addition, the linear slopes are

different in each SDSS colorbetween the OoI RRab, OoII
RRab,and RRc stars.
Inspecting the left panel of Figure 3 suggests that the PC

relation at maximum light for RRab stars might not be linear,
especially in the (u− g)0, (g− r)0, and (r− i)0 colors. We
therefore fitted a quadratic regression to the PC relation at
maximum light; the fitted parameters are summarized in
columns (7)–(9) in Table 2. Dispersions (σ) from the fitted
regressions, listed in columns(4) and (10) of Table 3, might
not be a good metric to decide whether linear or quadratic
regressions are better fits to the data, as the dispersions show
marginal or no improvement when moving from linear to
quadratic regressions. Instead, the standard F-test should be
applied to evaluate which regression method is better. We
calculated the F-value as follows.

=
- - - -

-
F

N N

N

RSS RSS 2 3

RSS 3
,

l q

q

( ) [( ) ( )]
( )

where N is number of data points, andRSSl and RSSq are
theresidualsums of squares for the linear and quadratic
regressions, respectively. We also evaluated the p-value under
the F-distribution -F N1, 3 with thenull hypothesis that linear
regression is sufficient to fit the data. The alternate hypothesis
is that the quadratic regression is needed. Results of the F-test
are given in columns (11) and (12) of Table 3. As before, we
adopted α=0.05 such that the null hypothesis can be rejected
if p(F )<0.05.

Figure 3. Period–color (PC) relations at (g-band) maximum (left panel) and minimum (right panel) light for the four extinction corrected SDSS colors. Green open
squares and magenta filled squares represent the OoI RRab and OoII RRab stars, respectively, while the red crosses are for the RRc stars.
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In the case of RRc stars, the F-test provides evidence that a
linear regression can be used to fit the PC relation at maximum
light in the four SDSS colors. For RRab stars, the F-test

suggested thata quadratic regression is a better model for OoI
RRab star in the (u− g)0, (g− r)0,and (r− i)0 colors. The
(i− z)0 color, on the other hand, shows a marginal F-test result.

Figure 4. Amplitude–color (AC) relations at (g-band) maximum (left panel) and minimum (right panel) light for the four extinction corrected SDSS colors. Green
open squares and magenta filled squares represent the OoI RRab and OoII RRab stars, respectively, while the red crosses are for the RRc stars.

Figure 5. Comparison of the PC relations at (g-band) maximum (left panel) and minimum (right panel) light based on our results given in Table 1 (red filled triangles)
and the synthetic colors (black open circles) derived from synthetic magnitudes. The synthetic magnitudes in bandpass λ, Mλ, were calculated based on pseudo-color

= - - -C u g g r0 0 0( ) ( ) and the pulsation periods using the relations given in Càceres & Catelan (2008, their Figure 1). The synthetic colors are then derived as
-l lM M1 2, where λ1<λ2. For RRc stars, we have fundamentalized the periods (using the relation given in Catelan 2009) before applying the conversion. For

clarity, we did not separate the OoI RRab stars, OoII RRab stars, and RRc stars in this figure.
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This behavior is different from the OoII RRab stars because the
PC relation at maximum light in (u− g)0 color is (marginally)
nonlinear but linear in the other three colors.

3.2. The PC Relations at Minimum Light

Previous theoretical work, as described in the Introduction,
suggested that the PC relation for RR Lyrae is almost
independent of pulsation periods at minimum light. In the
case of RRab stars, this result was verified from the MACHO
data presented in Kanbur & Fernando (2005) and the OGLE-III
data as described in Bhardwaj et al. (2014). The RRc stars do
not exhibit a flat PC relation at minimum light for the reasons
discussed in Bhardwaj et al. (2014). The right panel of Figure 3
presents the PC relations at minimum light in the four SDSS
colors. From this figure, clear non-zero slopes of the PC
relations at minimum light were found in all four SDSS colors
for the RRc stars: this is also seen in the Magellanic Cloud RRc
stars in the (V− I) color (Bhardwaj et al. 2014). As in previous
subsections, we fitted the linear and quadratic regressions, as

well as applied t- and F-tests to these PC relations. Our results
presented in Table 2 confirm the existence of a linear PC
relation at minimum light for these type of pulsating stars.
In the case of RRab stars, themajority of the PC slopes at

minimum light, as presented in Table 2, do not show clear
evidence of flatness, which is different to what has been found
from previous works. However, we note that in almost all cases
except one, the PC slope at minimum light is significantly
shallower than the PC slope at maximum light. The exception
is the (u− g)0 color for OoI RRab stars. For this data set,
combining the t-test and F-test results, the PC relations at
minimum light for OoI RRab stars are better described with a
quadratic regression in the (g− r)0 color, but linear in the
(r− i)0 and (i− z)0 colors. The t-test result of the (u− g)0 PC
relation at minimum light of OoI RRab stars suggests a
marginal flat relation. The OoII RRab stars, however, display a
flat PC relation at minimum light in the (u− g)0 and (i− z)0
colors, but a quadratic and linear relation in the (g− r)0 and
(r− i)0 colors, respectively. Finally, we note that trends of the

Table 2
Period–Color Relations at Maximum and Minimum Light Using Linear and Quadratic Regression

Linear Regression Quadratic Regression

Color β0 β1 σ t p(t) β0 β1 β2 σ F p(F )
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

At Maximum Light

OoI RRab
(u − g)0 1.122±0.019 −0.222±0.076 0.052 2.94 0.00 0.782±0.104 −2.961±0.825 −5.343±1.602 0.051 11.1 0.00
(g − r)0 0.476±0.019 2.106±0.074 0.051 28.5 0.00 0.978±0.099 6.145±0.782 7.878±1.520 0.048 26.9 0.00
(r − i)0 0.232±0.013 1.187±0.050 0.034 23.7 0.00 0.506±0.068 3.395±0.540 4.306±1.048 0.033 16.9 0.00
(i − z)0 0.096±0.012 0.580±0.046 0.032 12.6 0.00 0.207±0.064 1.472±0.509 1.741±0.988 0.031 3.10 0.08

OoII RRab
(u − g)0 1.076±0.023 −0.596±0.122 0.037 4.87 0.00 0.939±0.070 −2.238±0.806 −4.672±2.269 0.036 4.24 0.04
(g − r)0 0.326±0.027 2.029±0.145 0.044 14.0 0.00 0.355±0.086 2.378±0.989 0.991±2.784 0.045 0.13 0.72
(r − i)0 0.139±0.017 1.081±0.093 0.028 11.6 0.00 0.199±0.055 1.794±0.627 2.029±1.765 0.028 1.32 0.25
(i − z)0 0.054±0.014 0.512±0.075 0.023 6.82 0.00 0.023±0.044 0.142±0.509 −1.052±1.431 0.023 0.54 0.47

RRc
(u − g)0 0.921±0.042 −0.536±0.087 0.041 6.13 0.00 0.973±0.306 −0.317±1.282 0.228±1.333 0.041 0.03 0.86
(g − r)0 0.229±0.036 0.582±0.075 0.035 7.74 0.00 0.427±0.263 1.414±1.100 0.867±1.143 0.036 0.58 0.45
(r − i)0 0.073±0.019 0.298±0.039 0.019 7.57 0.00 0.258±0.137 1.077±0.572 0.811±0.594 0.018 1.86 0.18
(i − z)0 0.005±0.017 0.139±0.035 0.016 4.01 0.00 −0.053±0.122 −0.102±0.509 −0.252±0.529 0.016 0.23 0.64

At Minimum Light

OoI RRab
(u − g)0 1.062±0.025 −0.183±0.099 0.068 1.85 0.07 L L L L L L
(g − r)0 0.384±0.012 0.625±0.046 0.031 13.7 0.00 0.155±0.062 −1.220±0.495 −3.598±0.962 0.031 14.0 0.00
(r − i)0 0.140±0.009 0.248±0.035 0.024 7.11 0.00 0.216±0.049 0.858±0.388 1.190±0.754 0.024 2.49 0.12
(i − z)0 0.050±0.012 0.139±0.047 0.032 2.94 0.00 −0.051±0.066 −0.666±0.525 −1.570±1.020 0.032 2.37 0.13

OoII RRab
(u − g)0 1.108±0.032 0.043±0.175 0.053 0.24 0.81 L L L L L L
(g − r)0 0.314±0.020 0.430±0.106 0.032 4.05 0.00 0.147±0.059 −1.573±0.676 −5.701±1.902 0.030 8.99 0.00
(r − i)0 0.116±0.012 0.147±0.066 0.020 2.24 0.03 0.100±0.039 −0.043±0.446 −0.540±1.255 0.020 0.19 0.67
(i − z)0 0.014±0.019 −0.035±0.101 0.031 0.34 0.73 L L L L L L

RRc
(u − g)0 0.866±0.039 −0.528±0.082 0.038 6.46 0.00 1.130±0.285 0.587±1.193 1.162±1.240 0.039 0.88 0.35
(g − r)0 0.408±0.036 0.644±0.076 0.036 8.47 0.00 0.053±0.263 −0.855±1.102 −1.561±1.146 0.036 1.86 0.18
(r − i)0 0.186±0.019 0.364±0.041 0.019 8.96 0.00 0.024±0.141 −0.321±0.591 −0.714±0.614 0.019 1.35 0.25
(i − z)0 0.063±0.018 0.185±0.039 0.018 4.79 0.00 0.107±0.135 0.370±0.567 0.192±0.589 0.018 0.11 0.75

Note. The linear regression takes the form of b b= +C Plog0 1 , where C denotes the four (extinction corrected) SDSS colors. Similarly, the quadratic regression
takes the form of b b b= + +C P Plog log0 1 2

2[ ] . σ is the dispersion from the regression fits. Results from the t-test, the t-values,and the corresponding p-values, p
(t), are listed in column (5) and (6). The t-test only tests for the slopes (β1) in linear regression if they are consistent with zero or not. On the other hand, the F-test was
applied to test whether or notquadratic regression is a better model to describe the data. The F-test results are given in columns (11) and (12). The quadratic regression
and the F-test were only applied to those relations showing non-zero slopes from the t-test.
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Table 3
Amplitude–Color Relations at Maximum and Minimum Light Using Linear and Quadratic Regression

Linear Regression Quadratic Regression

Color β0 β1 σ t p(t) β0 β1 β2 σ F p(F )
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

At Maximum Light

OoI RRab
(u − g)0 1.135±0.011 0.043±0.010 0.051 4.25 0.00 1.060±0.024 0.223±0.052 −0.095±0.027 0.050 12.2 0.00
(g − r)0 0.260±0.006 −0.315±0.006 0.031 51.4 0.00 0.241±0.015 −0.270±0.032 −0.024±0.017 0.031 1.97 0.16
(r − i)0 0.112±0.005 −0.180±0.005 0.024 37.6 0.00 0.096±0.011 −0.142±0.025 −0.020±0.013 0.024 2.31 0.13
(i − z)0 0.038±0.006 −0.088±0.006 0.029 15.3 0.00 0.000±0.014 0.002±0.030 −0.048±0.016 0.028 9.39 0.00

OoII RRab
(u − g)0 1.098±0.017 0.087±0.017 0.037 5.19 0.00 1.072±0.037 0.155±0.084 −0.038±0.046 0.037 0.68 0.41
(g − r)0 0.261±0.014 −0.307±0.013 0.029 22.8 0.00 0.204±0.029 −0.164±0.065 −0.081±0.036 0.029 5.02 0.03
(r − i)0 0.109±0.009 −0.168±0.009 0.019 18.9 0.00 0.106±0.020 −0.159±0.045 −0.005±0.025 0.020 0.04 0.84
(i − z)0 0.030±0.011 −0.070±0.011 0.023 6.57 0.00 −0.003±0.023 0.013±0.052 −0.047±0.029 0.023 2.61 0.11

RRc
(u − g)0 1.176±0.030 −0.002±0.059 0.050 0.03 0.98 L L L L L L
(g − r)0 −0.001±0.027 −0.093±0.054 0.046 1.72 0.09 L L L L L L
(r − i)0 −0.066±0.014 −0.006±0.028 0.024 0.22 0.83 L L L L L L
(i − z)0 −0.060±0.011 −0.004±0.021 0.018 0.18 0.86 L L L L L L

At Minimum Light

OoI RRab
(u − g)0 1.086±0.014 0.022±0.014 0.068 1.60 0.11 L L L L L L
(g − r)0 0.295±0.007 −0.068±0.007 0.035 9.62 0.00 0.201±0.016 0.158±0.034 −0.119±0.018 0.033 44.8 0.00
(r − i)0 0.107±0.005 −0.029±0.005 0.025 5.94 0.00 0.119±0.012 −0.059±0.026 0.016±0.013 0.025 1.38 0.24
(i − z)0 0.034±0.007 −0.020±0.006 0.032 3.08 0.00 −0.015±0.015 0.099±0.033 −0.063±0.017 0.032 13.2 0.00

OoII RRab
(u − g)0 1.108±0.025 −0.007±0.024 0.053 0.30 0.76 L L L L L L
(g − r)0 0.289±0.016 −0.054±0.015 0.033 3.57 0.00 0.180±0.030 0.223±0.067 −0.156±0.037 0.029 17.6 0.00
(r − i)0 0.108±0.009 −0.018±0.009 0.020 1.97 0.05 L L L L L L
(i − z)0 0.012±0.014 0.009±0.014 0.031 0.63 0.53 L L L L L L

RRc
(u − g)0 1.206±0.027 −0.179±0.052 0.044 3.43 0.00 1.314±0.084 −0.657±0.357 0.509±0.377 0.044 1.82 0.18
(g − r)0 −0.032±0.025 0.268±0.050 0.042 5.41 0.00 −0.300±0.074 1.463±0.317 −1.272±0.334 0.039 14.5 0.00
(r − i)0 −0.052±0.014 0.131±0.028 0.024 4.65 0.00 −0.220±0.041 0.879±0.177 −0.797±0.186 0.022 18.3 0.00
(i − z)0 −0.069±0.011 0.087±0.022 0.019 3.88 0.00 −0.119±0.036 0.310±0.153 −0.237±0.161 0.019 2.17 0.14

Note. The linear regression takes the form of b b= +C AMPg0 1 , where C denotes the four (extinction corrected) SDSS colorsand AMPg is the g-band amplitude. Similarly, the quadratic regression takes the form of
b b b= + +C AMP AMPg g0 1 2

2[ ] . σ is the dispersion from the regression fits. Results from the t-test, the t-values,and the corresponding p-values, p(t), are listed in columns (5) and (6). The t-test only tests for the slopes
(β1) in linear regression whether or notthey are consistent with zero. On the other hand, the F-test was applied to test whether or not quadratic regression is a better model to describe the data. The F-test results are given
in columns (11) and (12). The quadratic regressions and the F-test were only applied to those relations showing non-zero slopes from the t-test.
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observed PC relations at minimum light are very similar to the
PC relation constructed from synthetic colors (right panel of
Figure 5).

At first glance, our results on PC relations at minimum light
seem to disagree with theoretical expectations (Kanbur &
Phillips 1996) and earlier empirical studies (Kanbur &
Fernando 2005; Bhardwaj et al. 2014). A careful inspection
on the right panel of Figure 3, especially the (g− r)0 PC
relation, reveals that a flat PC relation could exist if we
consider only RRab stars with Plog greater than approxi-
mately−0.2. Therefore, we applied a period cut at Plog cut and
fitted a linear regression only for those RRab stars with periods

greater than this period cut. This was done separately for OoI
and OoII RRab stars. The slopes of the linear regression as a
function of the period cut are displayed in lower panels of each
sub-panel in Figure 6. We also applied the t-test on these
slopes, and the corresponding p(t) values are shown in
theupper panels of the sub-figures in the same figure. Our
results show that (u− g)0 PC relations at minimum light are
always flat regardless of period range and Oosterhoff type. The
same result is also found for (i− z)0 OoII PC relations at
minimum light. For other PC relations at minimum light, a flat
relation exists only if we consider RRab stars with periods
greater than a given Plog cut. For example, we observed a flat

Figure 6. Results of the t-test on PC slopes at minimum light (upper panels in each sub-figures) and the slopes of linear regression (lower panels in each sub-figures) as
a function of Plog cut, where the linear regressions were fitted to data with >P Plog log cut. We stopped the fitting of linear regression when the number of data is below
10 after removing those RRab stars with <P Plog log cut. The dashed lines represent the adopted confidence level of 0.05: slopes of the regressions are considered flat
if p(t)>0.05. The dotted lines indicate the zero slopes, and not the fitting of the data points. Green open squares and magenta filled squares represent the OoI RRab
and OoII RRab stars, respectively.
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(g− r)0 PC relationat minimum light for OoI RRab stars
with > -Plog 0.25.

3.3. The AC Relations at Maximum and Minimum Light

As in the case of PC relations, the AC relations presented in
Figure 4 were fitted with linear and quadratic regressions and
the results are summarized in Table 3. For RRc stars, flat AC
relations are found at maximum light in all four colors, even
though the (g− r)0 AC relation shows a marginal result. We
note that Bhardwaj et al. (2014) also found asignificantly
different AC relation at maximum light in the (V− I) color for
the LMC and SMC RRc stars. These differences can be
attributed to the significantly different sample sizes used in this
work and also in the LMC and SMC (Bhardwaj et al. 2014).
Furthermore, at (r− i)0 and (i− z)0 colors, temperature
fluctuations are expected to have less influence on amplitude
variations. Therefore, we do not see a period–amplitude
relation for RRc stars in our sample similar to Soszyński
et al. (2009) for I-band data. Another possible cause of this
difference can be the selection of g-band amplitude as reference
for all colors, instead of using amplitude corresponding to the
shorter wavelength. For example, we observe that the slope of
the (g− r)0 AC relation at maximum light, −0.093±0.054, is
almost identical to the (V− I) AC relation based on the Large
Magellanic Cloud RRc stars (−0.089± 0.014, Bhardwaj et al.
2014). However, it will be interesting to investigate this further
with a greater sample in thefuture, for example, as provided by
the Large Synoptic Survey Telescope (LSST). At minimum
light, significant non-zero slopes were found for the AC
relations as in previous work (Bhardwaj et al. 2014). Further
F-test results show that the AC relations at minimum light for
RRc stars are linear in the (u− g)0 and (i− z)0 colors, and
quadratic in the other two colors.

Both Kanbur & Fernando (2005) and Bhardwaj et al. (2014)
found significant and flat (or very shallow) AC relations at
maximum light and minimum light, respectively, for the RRab
stars. Our t-test results confirm these earlier works that the AC
relations at maximum light exhibit a non-vanishing slope in all
four SDSS colors. This is a consequence of the relation
between PC and AC, originally developed in Simon et al.
(1993) and later work (see theIntroduction). Some of these
relations are better described by a quadratic regression, such as
the (u− g)0 and (i− z)0 AC relations for OoI RRab stars and
(g− r)0 AC relation for OoII RRab stars. Flat or very shallow
AC relations at minimum light are found for OoII RRab stars
except the (g− r)0 AC relation. A marginal flat (u− g)0 AC
relation at minimum light is also found in OoI RRab stars, but
the AC relations in other colors are either linear (for (r− i)0
color) or quadratic (for (g− r)0 and (i− z)0 colors). It is worth
mentioning that in (g− r)0 color, the AC relations at minimum
light for both OoI and OoII RRab stars are well represented by
a quadratic regression, which can also be seen from the right
panel in Figure 4.

4. DISCUSSION AND CONCLUSION

The aim of this study is to continue the investigation of
empirical PC and AC relations at maximum and minimum light
for RR Lyraes in Sloan colors. Such studies can be used to
probe the radiation hydrodynamics of the outer envelopes of
RR Lyraes (and Cepheids), and potentially be used to estimate
the foreground extinction with flat relations. The main
differences between this work and previous work, presented
in Kanbur & Fernando (2005) and Bhardwaj et al. (2014),
include(1) theapplication of a template light-curve fitting
approach to determine the colors at maximum and minimum
light instead of using Fourier decomposition technique,(2)
separating out the OoI and OoII RRab stars in our sample,

Figure 7. Comparison of the PC relations at (g-band) maximum (left panel) and minimum (right panel) light based on the template light-curvefitting approach (red
filled triangles) and Fourier decomposition technique (black open circles) to determine the colors. We used a sixth-order Fourier expansion (anexample of such
anexpression can be found, for example, in Deb & Singh 2009) to fit the ugriz-band light-curvedata. The problem of larger scatterfor the data points based on the
Fourier decomposition technique could be potentially remedied using different fitting orders in the Fourier decomposition technique, for example, by applying Baart’s
condition (Deb & Singh 2009) to provide a better fit to individual light curves. For clarity, we did not separate the OoI RRab stars, OoII RRab stars,and RRc stars in
this figure.
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which is not done in previous work,and finally (3)
theinvestigation of the relations in four colors based on the
SDSS ugriz photometry instead of single color in either
(V− R)MACHO or (V− I) color.

Since we applied the template light-curvefitting approach
instead of the usual Fourier decomposition technique as was
done in the past (Kanbur & Fernando 2005; Bhardwaj et al.
2014), we compare the PC relations at maximum and minimum
light based on both methods in Figure 7. This figure reveals
that the PC relations obtained from the Fourier decomposition
technique, using a fixed fitting order, are very similar to those
based on template light-curve fitting, including the separation

of OoI and OoII RRab stars in the (g− r)0 PC relations at
maximum light. This implies that both methods can deliver
similar PC relations, and our results are not affected by the
choice of fitting methods. However, Figure 7 also implies that
PC relations, especially in the (u− g)0 color, exhibit a larger
scatter when using the Fourier decomposition technique.
Our explanation for the PC properties of RR Lyraes relies on

the HIF-photosphere interaction (Simon et al. 1993; Kan-
bur 1995; Kanbur & Phillips 1996; Bhardwaj et al. 2014). As
mentioned in the Introduction, the HIF and photosphere are not
co-moving during stellar pulsation. Because of this, there are
times when the stellar photosphere occurs at the base of the

Figure 8. Period–temperature (upper-left panel), period-gravity (upper-right panel), period–luminosity (lower-left panel), and period–radius (lower-right panel)
relations at maximum and minimum light for RR Lyrae in our sample. The effective temperature ( Tlog eff ), gravity ( glog[ ]), and the luminosity ( L Llog[ ]) are
converted from SDSS colors using the prescription given in Catelan et al. (2013). The adopted conversions involvethe pseudo-colors, = - - -C u g g r0 0 0( ) ( )
and/or = - - -m g r r i0 0 0( ) ( ) , the (g − r)0 color and Plog . Based on the Tlog eff and L Llog( ), we calculated the radius, R Rlog( ), by applying the Stefan–
Boltzmann law with =Tlog 5772 K. For RRc stars, we have fundamentalized the periods (using the relation given in Catelan 2009) before applying the conversion.
Green open squares and magenta filled squares represent the OoI RRab and OoII RRab stars, respectively, while the red crosses are for the RRc stars.
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HIF. The times when this occurs varies with the type of star
(RR Lyrae or Cepheids), period, and pulsation phase. When the
two are not engaged in this way, the temperature of the
photosphere and hence the color of the star will be related to
theperiod. For RR Lyraes,the HIF and photosphere are always
engaged but only at minimum light, the temperature and
density are appropriate such that hydrogen reaches significant
levels of ionization at temperatures that are increasingly
independent of period. As the star brightens from minimum
light, the temperatures that are needed to achieve significant
levels of hydrogen ionization become increasingly dependent
on density and hence a period–color relation develops. This is
consistent with the results described here—where the slope of
the PC relation at minimum light is not strictly zero but is
significantly shallower than the slope at maximum light. The
fact that the difference in slopes between the PC relations at
maximum and minimum light for RRc stars is considerably
smaller than that for fundamental mode RRab stars also
provides strong support for the HIF-photosphere theory. These
RRc stars are typically hotter than RRab stars, and at these
temperatures, Saha ionization equilibrium is much more
sensitive to the gas density and hence global stellar parameters.

These remarks also apply to AC relations in the following
sense. When there is adifference in PC slopes between minimum

and maximum light due tothe engagement of theHIF-photo-
sphere mentioned earlier, we expect a corresponding difference in
the slope of AC relations at maximum/minimum light. As in
Simon et al. (1993), we can apply the Stefan–Boltzmann law at
maximum and minimum light such that - =M Mmin max

-T T10 log logmin max( ), where -M Mmin max is the amplitude
at agiven bandpass. Here we neglect the radius terms assuming
that temperature fluctuations are more important than radius
variations in changing luminosity. Thus if the slope of the PC
relation decreases in going from maximum to minimum light,
then the slope in an AC plot should decrease in going from
minimum to maximum light. Conversely, if the PC slope
increases in going from maximum to minimum, then the AC
slope should increase in going from maximum to minimum.
Table 3 indeed shows this for (g− r)0 and (r− i)0 colors in
thecase of RRab stars. The evidence is not quite as strong for the
(i− z)0 color but in this case one may argue that this color is very
much toward the red part of the spectrum so that flux variations
due to temperature variations are considerably reduced. In fact,
the RRc stars at (g− r)0 and (r− i)0 colors are also consistent
with this.
The behavior of the PC and AC relations for the (u− g)0

color is not consistent with the theory described above, except
in the case of OoII RRab stars,which exhibit a shallow PC

Figure 9. Multi-band lower-order Fourier parameters for the RR Lyrae in our sample. These Fourier parameters are derived from the same Fourier decomposition
results as presented in Figure 7. The definition of the Fourier parameters (R21, R31, f21,and f31) can be found, for example, in Deb & Singh (2009) or Bhardwaj et al.
(2015). For clarity, we did not separate the OoI RRab stars, OoII RRab stars, and RRc stars in this figure.
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slope at minimum light, but then the AC relation for these stars
has a marginal positive slope. Furthermore, the RRc stars have
a negative slope in the PC diagram at maximum light. One
possibility is that the u and g bands straddle the peak of the
Planck blackbody curve at temperatures relevant to RR Lyraes.
This perhaps could lead to the opposite-signslopes seen in
Figure 3 for RRc stars. However, our preliminary calculations
suggest that I Ilog u g( ) does not change slope for a range of
temperatures between 5000 and 8000 K. Thus it may be that
bolometric corrections, similar to Figure 5, are responsible for
this slope change,though we leave a detailed discussion of this
for future work.

The SDSS colors of the RR Lyrae in Figure 3 can be
converted to effective temperature, logarithmic gravity, and
bolometric luminosity using the conversions given in Catelan
et al. (2013). Figure 8 presents the converted temperatures,
gravities, and luminosities, as well as the radii, as a function of
period at maximum and minimum light. For RRab stars at
minimum light, we immediately observe that up to

~ -Plog 0.2, the temperature at the stellar photosphere does
not vary much with period,10and exhibits a change at

~ -Plog 0.20 for OoI RRab stars and ~ -Plog 0.18 for
OoII RRab stars. For longer periods, the temperature at
minimum light for RRab stars increases as the period increases.
Therefore, the HIF-photosphere interaction at minimum light
seems to occur at  - -P0.35 log 0.2 for OoI RRab stars
and at  - -P0.25 log 0.18 for the OoII RRab stars. In the
case of RRc stars, their effective temperatures are hotter than
the RRab stars and hence they do not show a flat relation, in
agreement with Bhardwaj et al. (2014). At maximum light, the
temperature decreases as pulsation period increases for both
RRab and RRc stars. Figure 8 also reveals that the OoI and
OoII RRab stars can be well separated in several ways. One
example is in the period–temperature and period–radius planes
at maximum light.

Figure 9 displays the Fourier parameters for the RR Lyrae light
curves in SDSS filters studied here. We see a clear differentiation
in the f31 and f21 phase parameters with wavelength (similar to
Cepheids, Bhardwaj et al. 2015) and a clear feature at

~ -Plog 0.2 in the amplitude parameters R21 and R31 for RRab
stars as reported with OGLE-III data. It is striking that this feature
occurs at the same period that changes occur in the plots of

 T L L R Rlog , log , logeff( ) ( ) ( ) against Plog in Figure 8. RRc
stars are also clearly differentiated on the Fourier parameter—log
P planes. Further data collected from the LSST (for example, see
Oluseyi et al. 2012) will be very useful in connecting the change
in light-curve structural properties, exemplified by the Fourier
parameters, to global stellar properties such as PC and AC
relations studied here.

In summary, our study reveals that the structural form of PC
and AC relations at maximum and minimum lights for RR

Lyraes are much more complicated than previously thought
(Kanbur & Fernando 2005; Bhardwaj et al. 2014). They can be
expressed as either a flat, a linear, or a quadratic relation in
different colors. Furthermore, the PC and AC relations for
RRab stars are separated by Oosterhoff types. The empirical
results found in this work are certainly worth further theoretical
investigations and interpretations, which will be presented in a
future paper.
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ABSTRACT

We present new near-infrared (NIR) Cepheid period–Wesenheit (P–W) relations in the LMC using time-series
observations from the Large Magellanic Cloud NIR Synoptic Survey. We also derive optical+NIR P–W relations
using V and Imagnitudes from the Optical Gravitational Lensing Experiment. We employ our new JHKs data to
determine an independent distance to the LMC of m = 18.47 0.07LMC (statistical) mag, using an absolute
calibration of the Galactic relations based on several distance determination methods and accounting for the
intrinsic scatter of each technique. We also derive new NIR period–luminosity and Wesenheit relations for
Cepheids in M31 using observations from the Panchromatic Hubble Andromeda Treasury survey. We use the
absolute calibrations of the Galactic and LMC WJ H, relations to determine the distance modulus of M31,
m = 24.46 0.20M31 mag. We apply a simultaneous fit to Cepheids in several Local Group galaxies covering a
range of metallicities ( < + <7.7 12 log O H 8.6[ ] dex) to determine a global slope of
−3.244±0.016 mag dex−1 for the WJ K, s relation and obtain robust distance estimates. Our distances are in
good agreement with recent TRGB based distance estimates and we do not find any evidence for a metallicity
dependence in the NIR P–W relations.

Key words: Local Group – Magellanic Clouds – stars: variables: Cepheids

Supporting material: machine-readable and VO tables

1. INTRODUCTION

Studies of Cepheid variables are of considerable interest in
determining distances to star-forming galaxies out to ∼50Mpc
because these pulsating stars obey the well known period–
luminosity (P–L) relation or Leavitt Law (Leavitt & Pickering
1912) and hence can be used as standard candles. In the era of
precision cosmology, Cepheids play an important role in the
cosmic distance scale and are vital in establishing an
increasingly more accurate and precise value of the Hubble
constant (Riess et al. 2009, 2011). In the recent past, many
studies have used classical Cepheids as standard candles for
cosmic distance scale work through the P–L and period–
luminosity–color relations (Bono et al. 1999; Kanbur et al.
2003; Tammann et al. 2003; Persson et al. 2004; Sandage et al.
2004, 2009; Benedict et al. 2007). Most of these studies
involve the calibration of P–L relations for the Galaxy and
LMC at optical wavelengths. Some authors assume that the
Galactic and LMC P–L relations have similar slopes (Fouqué
et al. 2007; Monson et al. 2012). However, the universality of
the Cepheid P–L relation is a subject of intense debate, as the
metallicity and extinction effects might change the slope as
well as the intercept of the P–L relation (Gieren et al. 2006b;
Storm et al. 2011) and therefore lead to biases in distance
determinations.

Near-infrared (NIR) Cepheid P–L relations acquire a greater
significance because these are less susceptible to reddening and
metallicity differences between target and calibrating galaxies
(Storm et al. 2011; Monson et al. 2012). Another possible
reason for discrepancy in Cepheid-based distance estimates is
the significant nonlinearities at various periods during the

different phases of pulsation at optical wavelengths (Ngeow &
Kanbur 2006b; Bhardwaj et al. 2014). These nonlinearities are
also observed for mean light P–L relations at optical bands but
are expected to be less significant at NIR wavelengths (Bono
et al. 1999; Madore & Freedman 2009).
The calibration of Galactic Cepheid P–L relations at optical

and NIR bands has been carried out using parallaxes for small
samples of variables (Tammann et al. 2003; Ngeow & Kanbur
2004; Benedict et al. 2007; Fouqué et al. 2007; Turner 2010;
Storm et al. 2011). For example, Benedict et al. (2007) used
highly accurate trigonometric parallaxes from the Hubble
Space Telescope (HST) for 10 Cepheids. The major problem in
obtaining solid calibrations within our Galaxy is that accurate
distance determinations are only possible for nearby objects
( D 500 pc with HST/FGS, recently extended to D 4 kpc
with a “spatial scanning technique” by Riess et al. 2014). The
most important fundamental distance measurements come from
trigonometric parallaxes. The Hipparcos/Tycho catalogs of
parallaxes for classical Cepheids gave a strong impetus to this
field (Perryman 1997; Van Leeuwen et al. 2007). Cepheid
distances have also been measured to high precision using the
Infrared Surface Brightness (IRSB) technique and Baade–
Wesselink (BW) methods, where Cepheid pulsation is directly
measured with a long-baseline interferometer (Gieren et al.
1998; Storm et al. 2011; Groenewegen 2013).
Recently, a detailed study on period–Wesenheit (P–W)

relations in the NIR bands was carried out to determine
distances to the Magellanic Clouds by Inno et al. (2013). The
reddening-free Wesenheit function (Madore 1982) in the
optical bands was also used to derive distances to individual

The Astronomical Journal, 151:88 (14pp), 2016 April doi:10.3847/0004-6256/151/4/88
© 2016. The American Astronomical Society. All rights reserved.

1

mailto:anupam.bhardwajj@gmail.com
http://dx.doi.org/10.3847/0004-6256/151/4/88


Galactic Cepheids (Ngeow 2012). The author calibrated the
P–L relations at both optical and infrared wavelengths and used
these to determine a distance modulus to the LMC. At NIR
wavelengths, Persson et al. (2004) derived the P–L relations for
Cepheids in the LMC having full phased light curve data and
determined the distance modulus to the LMC using Galactic
calibrations from the literature.

Determining a robust distance to the LMC is an important
step in the cosmic distance scale. Recently, Pietrzyński et al.
(2013) used a sample of eight eclipsing binaries to obtain a
2.2% accurate distance to the LMC of = D 49.97 1.11 kpc
(equivalent to m = 18.493 0.048LMC mag). One of the
motivations for our work is to provide an independent
determination of the LMC distance modulus by applying a
Galactic calibration to data from the Large Magellanic Cloud
NIR Synoptic Survey (LMCNISS; Macri et al. 2015 and
erratum, hereafter Paper I). We also extend the distance
determination to M31 using recent observations for Cepheids
from the Panchromatic Hubble Andromeda Treasury (PHAT)
survey (Wagner-Kaiser et al. 2015). Our work also provides a
test for the metallicity dependence of Cepheid based distance
estimates, considering the fact that Local Group galaxies have a
large metallicity range ( < + <7.7 12 log O H 8.6[ ] dex).
Furthermore, this work will be especially important in light
of the impending launch of the James Webb Space Telescope in
a few years, when space-based observations of Cepheids will
be exclusively available in the infrared bands. A robust
absolute calibration of the NIR P–L relations for Cepheids in
the Milky Way and LMC will play an important role in the
cosmic distance scale.

This paper, the second in a series, is structured as follows. In
Section 2, we present the absolute P–W relations for Cepheids
in the LMC using data from Paper I. We determine the robust
distance to the LMC using absolute calibration of the Galactic
Cepheid P–L and P–W relations (Section 3). We also derive the
P–L and P–W relations for M31 using the observations from
the PHAT survey (Dalcanton et al. 2012; Williams et al. 2014)
in Section 4. Finally, we use Galactic and LMC calibrations to
determine metal-independent robust distances to Local Group
galaxies (Section 5). Further discussion of the results and
important conclusions of our study are presented in Section 6.

2. NIR P–W RELATIONS FOR THE LMC CEPHEIDS

2.1. Photometric Mean Magnitudes

We make use of NIR mean magnitudes for 775 fundamental-
mode and 474 first-overtone Cepheids in the LMC from
Paper I. These magnitudes are based on observations from a
synoptic survey (average of 16 epochs) of the central region of
the LMC using the CPAPIR camera at the Cerro Tololo
Interamerican Observatory 1.5-m telescope between 2006 and
2007. Most of these Cepheid variables were previously studied
in the optical V and I bands by the third phase of the Optical
Gravitational Lensing Experiment (OGLE-III) survey (Sos-
zynski et al. 2008; Ulaczyk et al. 2013). The V and I band mean
magnitudes are also compiled in Paper I. The calibration into
the 2MASS photometric system, extinction corrections, and the
adopted reddening law are discussed in detail in Paper I.

2.2. Absolute Calibration of NIR P–W Relations

We derive new NIR and optical+NIR P–W relations for
fundamental and first-overtone mode Cepheids using

LMCNISS and OGLE data. We note that Paper I presents
only the P–L relations; therefore, it is important to derive P–W
relations for their application to the distance scale. Moreover,
we also emphasize that this large homogeneous data set in the
JHKs bands for Cepheids in the LMC is based on time-series
observations as opposed to single-phase observations, as in
earlier studies. We modify the definition of the Wesenheit
function relative to Inno et al. (2013) as:
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l

l l
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where lm i represents the mean magnitude at wavelength li and
l l>1 2. For simplicity, the superscript l3 is dropped from W
when l l=1 3. We adopt the reddening law given in Cardelli
et al. (1989) and assume a value of =R 3.23V

B V, to obtain
selective absorption ratios AI/AV= 0.610, AJ/AV= 0.292, AH/
AV= 0.181, and AKs/AV= 0.119 (Fouqué et al. 2007; Inno
et al. 2013). The resulting Wesenheit relations studied in this
work are listed in Table 1.
The Wesenheit magnitudes are given in Table 2, together

with their propagated uncertainties. For the NIR relations, we
use the final sample of Cepheids from Paper I, since sigma-
clipping was already applied in that work. Following Paper I,
we calibrate these Wesenheit magnitudes using the highly
accurate LMC distance from Pietrzyński et al. (2013). The
calibrated Wesenheit magnitudes for fundamental and first-
overtone mode Cepheids are plotted separately against Plog( )
to fit a P–W relation in the form of

= - +l lW a P blog 1,2 1 [ ( ) ] . The results for the fundamental
and first-overtone mode Cepheids in the LMC are shown in
Figures 1 and 2, respectively. In the case of optical+NIR
Wesenheit relations, we apply s3 clipping to the magnitudes
before fitting a P–W relation. The optical+NIR P–W relations
for fundamental and first-overtone Cepheids are shown in
Figure 3, with the derived parameters given in Table 3. We also
include a calibration of the WV I

H
, relation, which is the primary

method used by the SH0ES project (Riess et al. 2009, 2011) to
determine Cepheid distances to SNe Ia hosts and ultimately
estimate the Hubble constant.
We also provide the P–L relations from Paper I in Table 3

for relative comparison with the P–W relations and the Galactic
P–L relations in the next sections. Previously, the largest set of
full phased light curve data used in the calibration of the NIR

Table 1
Wesenheit Relations

Label lm 3 l
l lR ,
3
2 1

l lm m2 1–
WJ H, H 1.63 J–H

WJ K, s Ks 0.69 J–Ks

WH K, s Ks 1.92 H–Ks

WV J, J 0.41 V–J

WV H, H 0.22 V–H

WV K, s Ks 0.13 V–Ks

WI J, J 0.92 I–J

WI H, H 0.42 I–H

WI K, s Ks 0.24 I–Ks

WV I
H
, H 0.41 V–I

2
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P–L and P–W relations consisted of a sample of only 92 stars
from Persson et al. (2004). However, this data set includes a
larger number of stars with periods between 10 and 100 days

which were used in the Paper I and this analysis for the
determination of the NIR P–L and P–W relations, respectively.
We also list in Table 3 the LMC Ks P–L relation and the
WV K, s P–W relation derived by Ripepi et al. (2012) based on
data from the VISTA survey of the Magellanic Clouds
System (VMC).
The reddening-free Wesenheit relations are expected to have

a smaller dispersion than the corresponding P–L relations. We
note from Table 3 that the P–L relations for fundamental-mode
Cepheids in J and H show a dispersion (0.120 and 0.101 mag)
slightly greater than Ks (0.087 mag). For Wesenheit relations,
this dispersion reduces significantly in WJ H, and WJ K, s as
compared to J and H. In the case of WH K, s, the dispersion
increases relatively as compared to the Ks, presumably due to
an insignificant contribution from the color (H Ks– ) term. For
first-overtone Cepheids, the WJ K, s relation has the smallest
dispersion as compared to dispersion in J, H, and Ks

(0.131, 0.100, and 0.085) P–L relations. Similarly, the WJ H,
and WH K, s Wesenheit also show smaller dispersions similar to
fundamental-mode P–L relations. These P–W relations play a
vital role in determining reddening-independent accurate
distances (Inno et al. 2013).

2.3. Comparison with Published LMC P–L and P–W Relations

We also compare our P–W relations in the LMC with Ripepi
et al. (2012) and Inno et al. (2013). We use a standard t-test to
check the consistency of the slopes and intercepts of our P–L
and P–W relations with published work. Under the null
hypothesis that the two slopes are equivalent, the T-values are
calculated by incorporating errors on the slopes and the
standard deviation. The theoretical a nt 2, values are evaluated
from the t-distribution, where we adopt the significance level of
a = 0.05 and n = + -N N 41 2 , with N1 and N2 being the
number of Cepheids in the two samples. The probability (p(t))
of the observed t-statistic ( T∣ ∣) under the null hypothesis is
listed in Table 3. The theoretical t-value, at a fixed α, varies
marginally (∼1.96–1.98) for a wide range of ν (100–3000)
used in our calculations and therefore is not tabulated. The null
hypothesis is rejected if >T t∣ ∣ or <p t 0.05( ) , i.e., the slopes
or zero-points are not equal.
We find that the slope of our Ks-band P–L relation for

fundamental and first-overtone mode Cepheids is not consistent
with the slope of the P–L relation from the VMC survey

Table 2
Wesenheit Magnitudes for Cepheids in the LMC

Star ID Type Plog WJ H, WJ K, s WH K, s WV J, WV H, WV K, s WI J, WI H, WI K, s WV I
H
,

sWJ H, sWJ Ks, sWH Ks, sWV J, sWV H, sWV Ks, sWI J, sWI H, sWI Ks,
sWV I

H
,

0477 FO 0.292 13.922 14.238 14.471 14.732 14.820 14.407 14.853 14.351 14.403 14.397
0.132 0.085 0.173 0.058 0.053 0.065 0.082 0.062 0.067 0.061

0478 FU 0.442 14.124 14.354 14.523 14.497 14.649 14.408 14.533 14.314 14.404 14.371
0.167 0.102 0.219 0.064 0.059 0.079 0.089 0.082 0.081 0.079

0482 FU 0.873 12.520 12.820 13.042 13.296 13.494 12.988 13.386 12.921 12.974 13.006
0.142 0.066 0.088 0.088 0.080 0.031 0.117 0.040 0.033 0.042

0487 FU 0.493 13.930 14.093 14.215 14.528 14.663 14.244 14.590 14.235 14.228 14.305
0.212 0.139 0.212 0.132 0.122 0.092 0.171 0.049 0.094 0.050

0488 FU 0.562 13.805 14.088 14.296 14.271 14.484 14.158 14.349 14.057 14.160 14.102
0.104 0.085 0.169 0.044 0.039 0.068 0.067 0.053 0.070 0.054

Note. All 775 fundamental and 474 first-overtone mode Cepheids were used to derive NIR Wesenheit relations, while s3 clipping was applied for optical+NIR
relations. The uncertainties were calculated by propagating the errors in mean magnitudes.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)

Figure 1. Calibrated NIR P–W relations for fundamental-mode Cepheids in the
LMC. The solid line represents the best-fit linear regression to the data points in
each band.

Figure 2. Calibrated NIR P–W relations for first-overtone mode Cepheids in
the LMC. The solid line represents the best-fit linear regression to the data
points.
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(Ripepi et al. 2012). However, the intercepts are statistically
consistent between these two studies. Our slopes for the
fundamental-mode NIR P–W relations are statistically different
from those of Inno et al. (2013) in WJ H, and WJ K, s, while being
consistent in WH K, s. Similarly, the slopes for all optical+NIR
P–W relations are not consistent with the results of Inno et al.
(2013). In the case of the first-overtone mode Cepheids, the
slopes of the NIR P–W relations from this study are

significantly different from the results of Inno et al. (2013),
while for the optical+NIR P–W relations, only the WV J, and
WI J, P–W relations have similar slopes. However, the intercepts
of most P–W relations for both fundamental and first-overtone
mode Cepheids are in good agreement, given their uncertain-
ties. The t-test also suggests that the zero-points of our relations
are statistically consistent with previously published results,
except in the case of WV H, . A possible reason for the

Figure 3. Calibrated optical+NIR P–W relations for fundamental and first-overtone mode Cepheids in the LMC. The solid line represents the best-fit linear regression
to the data points.

4
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inconsistency in slopes may be due to significantly different
sample sizes and different photometric calibrations. Moreover,
the mean magnitudes in Inno et al. (2013) are obtained from a
template fit to single-epoch magnitudes for fundamental-mode

Cepheids, while random-phase magnitudes are used for
first-overtone Cepheids. Therefore, we emphasize that all our
results are based on mean magnitudes from well-sampled light
curves.

Table 3
LMC Cepheid NIR P–L and P–W Relations

Slope Intercept σ N Src Slope Intercept

T∣ ∣ p(t) T∣ ∣ p(t)

Fundamental-mode

J −3.156 ± 0.004 −5.265 ± 0.049 0.120 775 M15 K K K K
H −3.187 ± 0.004 −5.646 ± 0.051 0.101 775 M15 K K K K
Ks −3.247 ± 0.004 −5.717 ± 0.050 0.087 775 M15 K K K K

−3.295 ± 0.018 −5.718 ± 0.051 0.102 256 R12 2.83 0.00 0.01 0.99
WJ H, −3.157 ± 0.014 −6.246 ± 0.049 0.107 775 TW K K K K

−3.373 ± 0.008 −6.236 ± 0.048 0.080 1701 I13 14.68 0.00 0.15 0.88
WJ K, s −3.276 ± 0.010 −6.019 ± 0.049 0.077 775 TW K K K K

−3.365 ± 0.008 −5.982 ± 0.048 0.080 1708 I13 6.87 0.00 0.54 0.59
WH K, s −3.364 ± 0.013 −5.853 ± 0.049 0.100 775 TW K K K K

−3.360 ± 0.010 −5.795 ± 0.048 0.100 1709 I13 0.24 0.81 0.84 0.40
WV J, −3.304 ± 0.012 −5.814 ± 0.049 0.092 698 TW K K K K

−3.272 ± 0.009 −5.787 ± 0.048 0.080 1732 I13 2.22 0.03 0.40 0.69
WV H, −3.239 ± 0.013 −5.618 ± 0.049 0.094 700 TW K K K K

−3.315 ± 0.008 −5.992 ± 0.048 0.070 1730 I13 5.45 0.00 5.57 0.00
WV K, s −3.287 ± 0.010 −5.943 ± 0.049 0.072 699 TW K K K K

−3.326 ± 0.008 −5.918 ± 0.048 0.070 1737 I13 3.07 0.00 0.37 0.71
−3.325 ± 0.014 −5.948 ± 0.050 0.078 256 R12 2.27 0.02 0.07 0.94

WI J, −3.293 ± 0.015 −5.773 ± 0.049 0.114 703 TW K K K K
−3.243 ± 0.011 −5.734 ± 0.049 0.100 1735 I13 2.80 0.01 0.57 0.57

WI H, −3.229 ± 0.012 −6.028 ± 0.049 0.088 700 TW K K K K
−3.317 ± 0.008 −6.009 ± 0.048 0.080 1734 I13 6.32 0.00 0.28 0.78

WI K, s −3.284 ± 0.010 −5.952 ± 0.049 0.076 700 TW K K K K
−3.325 ± 0.008 −5.916 ± 0.048 0.070 1737 I13 3.28 0.00 0.53 0.59

WV I
H

, −3.250 ± 0.010 −5.958 ± 0.048 0.076 700 TW K K K K

First-overtone Mode

J −3.319 ± 0.020 −5.952 ± 0.050 0.131 474 M15 K K K K
H −3.227 ± 0.020 −6.231 ± 0.052 0.100 474 M15 K K K K
Ks −3.257 ± 0.023 −6.292 ± 0.052 0.085 474 M15 K K K K

−3.471 ± 0.035 −6.384 ± 0.049 0.099 256 R12 5.33 0.00 1.32 0.19
WJ H, −3.076 ± 0.035 −6.688 ± 0.050 0.119 474 TW K K K K

−3.507 ± 0.015 −6.793 ± 0.048 0.090 1064 I13 12.77 0.00 1.55 0.12
WJ K, s −3.216 ± 0.024 −6.518 ± 0.049 0.082 474 TW K K K K

−3.471 ± 0.013 −6.594 ± 0.048 0.080 1057 I13 9.45 0.00 1.11 0.27
WH K, s −3.318 ± 0.035 −6.393 ± 0.050 0.119 474 TW K K K K

−3.425 ± 0.017 −6.435 ± 0.049 0.100 1063 I13 2.97 0.00 0.62 0.54
WV J, −3.436 ± 0.029 −6.457 ± 0.049 0.095 422 TW K K K K

−3.434 ± 0.014 −6.452 ± 0.048 0.100 1086 I13 0.06 0.95 0.07 0.94
WV H, −3.390 ± 0.028 −6.275 ± 0.049 0.093 421 TW K K K K

−3.485 ± 0.011 −6.621 ± 0.048 0.080 1071 I13 3.42 0.00 5.16 0.00
WV K, s −3.293 ± 0.021 −6.493 ± 0.049 0.071 421 TW K K K K

−3.456 ± 0.013 −6.539 ± 0.048 0.070 1061 I13 6.64 0.00 0.67 0.50
−3.530 ± 0.025 −6.623 ± 0.049 0.070 256 R12 7.24 0.00 1.89 0.06

WI J, −3.433 ± 0.036 −6.425 ± 0.050 0.118 420 TW K K K K
−3.423 ± 0.020 −6.417 ± 0.048 0.130 1100 I13 0.23 0.82 0.11 0.91

WI H, −3.254 ± 0.026 −6.573 ± 0.049 0.086 422 TW K K K K
−3.489 ± 0.012 −6.631 ± 0.048 0.080 1072 I13 8.52 0.00 0.86 0.39

WI K, s −3.279 ± 0.021 −6.493 ± 0.049 0.074 420 TW K K K K
−3.448 ± 0.013 −6.539 ± 0.048 0.080 1059 I13 6.60 0.00 0.66 0.51

WV I
H

, −3.313 ± 0.021 −6.533 ± 0.050 0.070 421 TW K K K K

Note. Source: TW—this work; M15—Macri et al. (2015 and erratum), R12—Ripepi et al. (2012), I13—Inno et al. (2013). The intercepts of the P–L and P–W
relations from R12 and I13 were transformed to the 2MASS system and recast as = - +l l lM a P blog 1[ ( ) ] for ease of comparison.
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3. AN INDEPENDENT DISTANCE TO THE LMC USING
GALACTIC P–L AND P–W RELATIONS

A precise determination of the distance to the LMC is
essential to estimate a value of Hubble constant with a total
uncertainty below 2% (Riess et al. 2009, 2011). We aim to
determine an independent and robust distance to the LMC
using Cepheids as standard candles, following the work of
Pietrzyński et al. (2013) based on long-period, late-type
eclipsing binaries. The Wesenheit and JHKs magnitudes from
this work and Paper I, respectively, can also be used to obtain
an independent estimate of distance to the LMC. An additional
feature of this approach is the use of mean magnitudes based on
full phased NIR light curves in the target galaxy (the LMC) as
opposed to corrected single-epoch observations. However, this
requires an absolute calibration of the P–L and P–W relations
in the Galaxy. Previous Galactic P–L relations vary signifi-
cantly in slope and zeropoint, leading to differences of more
than~3% in the inferred LMC distance. A detailed comparison
of distance estimates to the LMC using published Galactic P–L
relations is provided in the Appendix. Therefore, we re-
analyzed the available data in the literature to provide a new
robust absolute calibration of the Galactic relations, as
explained in the following subsections.

3.1. Absolute Calibration of NIR Galactic Relations

We make use of light curve data for 113 Galactic Cepheids
in the JHKs bands from the literature (Welch et al. 1984; Laney
& Stobie 1992; Barnes et al. 1997; Monson & Pierce 2011) for
which independent distances are available. The light curve data
for these Cepheids, along with their Fourier analysis, are
discussed in detail in Bhardwaj et al. (2015). The mean
magnitudes obtained using the optimum-order Fourier fit

(Baart 1982; Bhardwaj et al. 2015), along with their errors,
are listed in Table 4. We compare the Fourier-fitted mean
magnitudes with values from the literature and the difference
between two sets do not exceed ∼0.02 mag. Since the NIR
light curve data compiled from various sources are in different
photometric systems, we converted these mean magnitudes to
the 2MASS photometric system using the standard color
transformations.6 This transformation led to an average change
in color of ∼0.02 mag. In order to obtain reddening-corrected
mean magnitudes in all three bands, color excesses -E B V( )
for Galactic Cepheids are adopted from Tammann et al. (2003).
We adopt the Cardelli et al. (1989) reddening law as discussed
previously and use the absorption ratios to determine
RJ= 0.94, RH= 0.58, and RK= 0.38. We adopt an uncertainty
in the color excess equal to the difference between two
independent determinations of -E B V( ) for all of these
Cepheids, D - ~E B V 0.03( ) mag (Fernie et al. 1995), and
propagate this uncertainty into the errors in mean magnitudes
using equations given in Tammann et al. (2003).
We compiled distances from various distance determination

methods to calibrate the P–L and P–W relations for Galactic
Cepheids: Hubble Space Telescope parallaxes (HST-π), IRSB,
BW, and main-sequence (MS) fitting to candidate clusters.
Highly accurate HST parallaxes for 11 Galactic Cepheids are
available in the literature (Benedict et al. 2007; Monson et al.
2012; Riess et al. 2014). We use the updated values of HST-π
for BETA DOR and W SGR from Table 5 of Monson et al.
(2012), which differ slightly from those tabulated in Benedict
et al. (2007). The Galactic P–L relations based on IRSB, BW,
MS distances are discussed in (Fouqué et al. 2007; Turner
2010; Storm et al. 2011; Monson et al. 2012; Groenewegen

Table 4
Fourier-fitted Mean Magnitudes

Star Source P Magnitudes (m0) s m0( ) -E B V( )
ID (days) J H Ks J H Ks

AK CEP MP 7.233 8.408 7.888 7.741 0.022 0.024 0.025 0.635
AN AUR MP 10.291 7.934 7.436 7.275 0.022 0.024 0.026 0.600
AQ PUP LS 30.104 6.001 5.491 5.308 0.023 0.021 0.022 0.531
AW PER MP 6.464 5.229 4.822 4.697 0.022 0.024 0.025 0.487
BB SGR LS 6.637 5.053 4.641 4.512 0.045 0.021 0.022 0.276

Note. Source: MP—Monson & Pierce (2011), BTG—Barnes et al. (1997), LS—Laney & Stobie (1992), W—Welch et al. (1984). The color excess -E B V( ) values
are taken from Tammann et al. (2003). The error estimate includes the uncertainties from the Fourier fit and the photometry.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)

Table 5
Galactic Cepheid Distance Moduli

Star ID IRSB σ(IRSB) MS σ(MS) BW σ(BW) HST-π σ(HST-π) W.M. (μ) s m( )
AK CEP K K K K 13.03 0.20 K K 13.03 0.20
AN AUR K K K K 13.62 0.22 K K 13.62 0.22
AQ PUP 12.53 0.04 11.78 0.10 12.38 0.06 K K 12.40 0.63
AW PER K K K K 9.94 0.18 K K 9.94 0.18
BB SGR 9.69 0.03 9.08 0.08 9.55 0.07 K K 9.58 0.51

Note. The distance determination methods : Hubble Space Telescope parallaxes (HST-π) (Benedict et al. 2007; Monson et al. 2012; Riess et al. 2014), Infrared Surface
Brightness (IRSB) method (Fouqué et al. 2007; Storm et al. 2011), Baade–Wesselink (BW) distances (Groenewegen 2013), main-sequence (MS) fitting to candidate
cluster (Turner 2010). We provide the distance moduli compiled from various methods for relative comparison. The adopted distance modulus is the weighted mean
(W.M.) of all available distance moduli for each star. The procedure adopted to estimate uncertainties listed in the last column is discussed in the text.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)

6 http://www.ipac.caltech.edu/2mass/releases/allsky/doc/sec6_4b.html
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2013). We note that the principle of distance determination
using IRSB and BW methods is similar but with different
treatment of algorithms. Groenewegen (2013) essentially used
the same data as Storm et al. (2011) and hence they are not
totally independent of each other. Both these studies found a
similar dependence of the p-factor on period, but the zero-point
implied a shorter distance scale. The LMC distance modulus
found by Groenewegen (2013) was shorter as compared to
recent studies. Therefore, we only make use of BW distances
when the corresponding IRSB distance is not available. The
distance moduli from all available methods for a given Cepheid
are listed in Table 5.

Figure 4 shows comparisons of distance moduli obtained
using different techniques. We consider HST parallaxes to be
highly precise measurements that include realistic estimates of
statistical and systematic sources of uncertainty (median error
of 0.14 mag). In contrast, we note that the values listed in
Table 5 for the uncertainties in BW, IRSB, and MS distance
moduli, as reported in the original publications, are not
consistent with the observed dispersions seen in Figure 4.
Therefore, we use the latter to estimate a minimum uncertainty
for each of these three techniques. Initially, we homogenize
the sample by correcting each distance from methods other
than HST-π for average shifts to match HST-π distances.

The average shifts between any two methods are
(Δ(HST-π–IRSB)= 0.06, Δ(HST-π–BW)= 0.10, Δ(IRSB–
BW)=−0.06, Δ(IRSB–MS)= 0.05). The BW and IRSB
methods are very similar and have the highest number of
Cepheids in common and also have equal dispersion
(s = 0.13) with HST-π. We consider an equal contribution
from each to the variance in the middle panel (Figure 4) and
determine their minimum uncertainty as 0.15 mag. We subtract
the contribution of IRSB from the observed variance in the
bottom panel (Figure 4) to determine a minimum error of
0.33 mag for MS distances. We adopt these values as the
minimum allowed uncertainty for a given technique when
calculating the mean error-weighted distances and uncertainties
listed in the last column of Table 5. For these uncertainties, we
adopt a conservative approach and use the greater of the
standard deviation of the data and the uncertainty on the mean.
We use extinction-corrected 2MASS mean magnitudes and

the adopted mean distance modulus given in Table 5 to calibrate
our Galactic P–L and P–W relations. The calculated absolute
magnitude for each fundamental mode Cepheid is presented in
Table 6. The uncertainty in the absolute magnitude is mostly
driven by the large uncertainties on distance and also, to a lesser
extent, on reddening correction errors. Since our sample
included 10 first-overtone stars (DT CYG, FF AQL, FN AQL,
EV SCT, QZ NOR, SU CAS, SZ TAU, V496 AQL, X LAC, Y
OPH) as identified from Ngeow (2012), we did not consider
these stars in calibrating the P–L relations. We also restricted our
sample to include only those stars that have periods greater than
2.5 days. Furthermore, we remove 3σ outliers in each NIR band
to fit a P–L relation, for a final sample of 99 stars. Absolute
magnitudes are plotted against Plog( ) and we fit a P–L relation
in the form, = - +l l lM a P blog 1[ ( ) ] , where la is the slope
and lb is the intercept at =Plog 1( ) . The P–L relations for
Galactic Cepheids in each NIR band are shown in Figure 5 and
the slopes and intercepts are given in Table 7.
We make use of these calibrated absolute magnitudes to

derive P–W relations for the Galaxy. These Wesenheit
magnitudes are estimated using Equation (1) and are given in
Table 6 together with the absolute magnitudes. We again
remove 3σ outliers when fitting each P–W relation. These
calibrated P–W relations for the Galaxy are shown in Figure 6
and the results are presented in Table 7. We compare our
Galactic NIR P–L relations with those published by Fouqué
et al. (2007), Storm et al. (2011) and Ngeow (2012). The results
from these studies are also listed in Table 7 and a detailed
comparison is discussed in the Appendix.

3.2. Distance to the LMC

Once the Galactic P–L relation is calibrated we can use it to
derive the distance moduli of LMC Cepheids. Assuming the
JHKs P–L relations to have universal slopes and intercepts, we
calculate the absolute magnitude in all bands for individual
LMC Cepheids having period P. We have the mean apparent
magnitudes from Paper I for all Cepheids in the LMC, and
using the calibrated absolute magnitudes, we estimate indivi-
dual distance moduli for all LMC Cepheids. We remove the s3
outliers in the calculated distance moduli and adopt the average
value to be the distance modulus in each NIR band. In
Section 6, we have provided evidence that the P–L and P–W
relations are universal for the Galaxy and the LMC. Hence, we
do not observe any significant trend as a function of period in
the distance moduli for LMC Cepheids.

Figure 4. Comparisons of distance moduli obtained using different techniques.
The solid lines represent the mean value and representative error bars show the
corresponding median uncertainties from Table 5.
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The values of mean distance moduli for LMC Cepheids are
provided in Table 8. These results are in excellent agreement
with the result from Pietrzyński et al. (2013), given their
uncertainties. This further suggests that the metallicity correc-
tion is not needed in H and Ks and the zero-point of the P–L
relation in these bands is metallicity independent. The reason
for the small variations in these distance moduli could be due to
the slight difference in the slopes and intercepts of the two
galaxies and also the errors in the transformations of JHKs

Galactic mean magnitudes to the 2MASS system. The LMC
distance moduli obtained using the calibration of Galactic P–W
relations are also presented in Table 8. Again, these distance
moduli are in excellent agreement with the Pietrzyński et al.
(2013) result.

The errors in the P–L based distance estimates are only 3%,
while those based on P–W are 4%. We expect that with the
larger number of Cepheids having high quality light curve data
in the LMC OGLE-IV survey, the errors can be reduced
further. The Galactic calibrations in our work are based on
distances obtained by four independent methods, which have
different sources of systematic errors. At present, it is difficult
to provide an absolute calibration of Galactic relations with a
well-determined systematic uncertainty, which can be propa-
gated to Cepheid based distance estimates. Therefore, we only
provide the total statistical uncertainty and the systematic errors
are expected to be of the order of, or even larger than the
quoted uncertainties. A robust calibration of Galactic relations

will only be possible with accurate parallaxes from GAIA and
then the LMCNISS data can be used to obtain a more precise
distance to the LMC. However, our results do provide a useful
check on the distance to the LMC, which is consistent and
independent to the distance obtained by Pietrzyński
et al. (2013).
Alternatively, we also calculate the LMC distance moduli

using the slopes and zero-points at =Plog 1.0( ) from the
LMC P–L relations, given in Table 7. Since the LMC relations
exhibit a smaller dispersion, we use these slopes to determine
the zero-point of the Galactic relations at =Plog 1.0( ) .
Following Monson et al. (2012), the apparent distance moduli
are determined by differencing the LMC and the Galactic zero-
points. These distance moduli, presented in Table 8, are found
to be consistent with the recent studies on distance determina-
tion (Fouqué et al. 2007; Monson et al. 2012; Pietrzyński et al.
2013). All these results provide an average value of the LMC
distance modulus m = 18.47 0.07LMC mag, which is in
excellent agreement with the “concordance” distance modulus
of m = 18.49 0.09LMC mag estimated by de Grijs
et al. (2014).
We note that the LMC distance moduli estimated using the

J-band P–L and the WJ H, relations show the largest deviations
from the other estimates and the Pietrzyński et al. (2013) value.
Since the slope and intercepts are nearly equal for both Galaxy
and LMC, we investigate the possible reasons for the
difference. We find that the Galactic J-band P–L relation and
WJ H, Wesenheit show a break around 10 days. We use the
F-test (Bhardwaj et al. 2014) to determine the significance of
these breaks and find that the WJ H, Wesenheit is significantly
nonlinear. The LMC P–L and P–W relations were previously
found to be nonlinear at 10 days (Sandage et al. 2004; Ngeow
et al. 2005; Ngeow & Kanbur 2006a; Garciá-Varela
et al. 2013). A detailed statistical analysis of the nonlinearity
in our LMC relations and its impact on the distance scale will
be presented in a subsequent study.

4. A DISTANCE TO THE ANDROMEDA GALAXY (M31)

We make use of Cepheid observations in M31 from the
PHAT survey (Dalcanton et al. 2012; Williams et al. 2014) to
estimate the distance to this galaxy. The observations were
carried out using the HST Advanced Camera for Surveys
(HST/ACS) and Wide Field Camera 3 (WFC3). There are 477
fundamental-mode Cepheids observed with the HST filters
F110W and F160W in M31. Since full light curves are not
available, random-phase observations must be used. However,

Table 6
Calibrated Magnitudes for Fundamental-mode Galactic Cepheids

Star Plog( ) Absolute Magnitudes σ(Absolute Mag.) F1 Wesenheit Magnitudes σ(Wesenheit Mag.) F2

ID MJ MH MK MJ MH MK WJ H, WJ K, WH K, WJ H, WJ K, WH K,

AK CEP 0.859 −5.223 −5.561 −5.573 0.201 0.201 0.201 Y −6.112 −5.814 −5.596 0.208 0.202 0.210 Y
AN AUR 1.012 −6.254 −6.529 −6.615 0.221 0.222 0.221 N −6.978 −6.864 −6.780 0.229 0.222 0.231 N
AQ PUP 1.479 −6.955 −7.201 −7.312 0.630 0.630 0.630 Y −7.604 −7.558 −7.524 0.631 0.630 0.631 Y
AW PER 0.810 −5.181 −5.452 −5.471 0.181 0.181 0.181 Y −5.893 −5.671 −5.508 0.189 0.183 0.191 Y
BB SGR 0.822 −4.837 −5.128 −5.190 0.510 0.510 0.510 Y −5.603 −5.434 −5.310 0.511 0.510 0.512 Y

Note. The uncertainties in absolute magnitudes include the errors in mean magnitudes and distance moduli from Tables 4 and 5, errors from transformations to the
2MASS system, and reddening corrections. These errors are propagated to estimate uncertainty for Wesenheit magnitudes. The flags F1 and F2 indicate if the Cepheid
is used in final P–L and P–W fits, respectively.

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms.)

Figure 5. Calibrated NIR P–L relations for fundamental-mode Galactic
Cepheids. The solid line represents the best-fit linear regression to the data
points in each band.
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the high resolving power of HST allows random-phase
observations to be comparable to or better than ground-based
observations. The improved photometric accuracy reduces the

dispersion in P–L relations even with random-phase
magnitudes.

4.1. NIR P–L and P–W Relations

We note that no robust observational transformation from
HST F110W and F160W filters to ground-based J and H is
available in the literature. Therefore, we make use of theoretical
transformations derived from isochrones (Girardi et al. 2002).7

We take Girardi isochrones over a range of ages (1–12 Gyr)
and metallicities (Z= 0.0001–0.03) at =A 0V and =A 1V
(Bonatto et al. 2004; Girardi et al. 2008). We compare the
2MASS J and H filters to the HST WFC3-IR F110W and
F160W filters and derive the following transformations over
the range of observed F110-F160W colors:

= - - -
+ -

J F W F W F W

F W F W

110 0.038 0.270 110 160

0.025 110 160 , 32

( )
( ) ( )

= - - -
- -

H F W F W F W

F W F W

160 0.028 0.164 110 160

0.076 110 160 , 42

( )
( ) ( )

with rms errors of ~0.012 mag and ~0.011mag in J and H,
respectively. We added the rms error in quadrature to the
observed photometric error to estimate the associated error for
transformed magnitudes. This theoretical transformation led to
an average offset of 0.165 mag and 0.073 between J and
F110W and H and F160W, respectively.
The random-phase magnitudes are corrected for reddening

using the extinction law of Cardelli et al. (1989) using RV= 3.1
and a foreground reddening to M31 of AV= 0.17 mag (Schlafly
& Finkbeiner 2011). We derive the P–L relations in J and H
and the P–W relation in WJ H, using the transformed
magnitudes. We calculate Wesenheit magnitudes using Equa-
tion (1) and remove s3 outliers and fit the remaining sample of
440 stars to derive P–L relations and a WJ H, P–W relation.
These relations are plotted in Figure 7, while their intercepts

Table 7
Galactic Cepheid NIR P–L and P–W Relations

Slope Intercept σ N Src Slope Intercept

T∣ ∣ p(t) T∣ ∣ p(t)

J −3.127±0.076 −5.320±0.023 0.223 99 TW K K K K
−3.194±0.068 −5.258±0.020 0.155 59 F07 0.60 0.55 1.87 0.06
−3.180±0.090 −5.220±0.030 0.220 70 S11 0.45 0.65 2.64 0.01
−3.058±0.021 −5.340±0.019 0.073 203 N12 1.11 0.27 0.52 0.61

H −3.164±0.074 −5.643±0.022 0.219 99 TW L L L L
−3.328±0.060 −5.543±0.020 0.146 56 F07 1.57 0.12 3.00 0.00
−3.300±0.080 −5.590±0.030 0.220 70 S11 1.25 0.21 1.43 0.16
−3.181±0.022 −5.648±0.020 0.077 203 N12 0.27 0.78 0.13 0.90

Ks −3.278±0.073 −5.716±0.022 0.219 99 TW K K K K
−3.365±0.062 −5.647±0.019 0.144 58 F07 0.82 0.41 2.13 0.03
−3.330±0.090 −5.660±0.030 0.220 70 S11 0.45 0.65 1.51 0.13
−3.231±0.021 −5.732±0.020 0.075 203 N12 0.78 0.44 0.40 0.69

WJ H, −3.223±0.076 −6.168±0.023 0.228 99 TW K K K K
WJ K, s −3.383±0.074 −5.989±0.022 0.223 99 TW K K K K

−3.415±0.074 −6.037±0.071 0.230 70 S11 0.31 0.76 0.66 0.51
WH K, s −3.499±0.075 −5.856±0.023 0.225 99 TW K K K K

Note. The P–L relations are taken from the sources : TW—This work, F07—Fouqué et al. (2007), S11—Storm et al. (2011), N12—Ngeow (2012). The P–L and P–W
relations from some of these studies are transformed to the notation of = - +M a P blog 1[ ( ) ] for ease of comparison.

Figure 6. Calibrated NIR P–W relations for fundamental-mode Galactic
Cepheids. The solid line represents the best-fit linear regression to the data
points in each band.

Table 8
LMC Distance Moduli

J H Ks

mLMC 18.52±0.06 18.47±0.06 18.47±0.06

WJ H, WJ K, s WH K, s

mLMC 18.40±0.08 18.44±0.09 18.46±0.09

Fixed Galactic P–L slopes

mLMC 18.51±0.06 18.46±0.06 18.48±0.06

Average value = 18.47±0.07

7 http://stev.oapd.inaf.it/cgi-bin/cmd_2.5
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and slopes are given in Table 9. Our P–L relations in the J- and
H-bands are consistent with P–L relations in HST filters derived
by Kodric et al. (2015), with slight differences in slopes
presumably due to HST filters to 2MASS transformations. A
more detailed comparison of long period P–L relations in HST
filters with Kodric et al. (2015) results is provided in Wagner-
Kaiser et al. (2015).

We also compare the slope of M31 P–L and P–W relations
with the Galaxy and LMC. The results of the t-statistical test
are given in Table 10. The slope of the M31 J-band P–L
relation is statistically different to the Galactic and LMC P–L
relations, while the M31 H-band P–L relation shows a slope
consistent with the Galactic relation (within the large
uncertainty in the latter). On the other hand, the M31 WJ H,
slope is not consistent with our results for the Milky Way or the
LMC, yet it is in agreement with the results from Inno et al.
(2013). The possible reason for this discrepancy may be the
random-phase observations in M31 and Inno et al. (2013) as
opposed to magnitudes based on full-phase light curves for our
work. Moreover, the derived theoretical transformations may
also contribute to the difference in P–W relations.

4.2. The Distance to M31

We use the WJ H, magnitudes for the M31 Cepheids to
determine the distance to this galaxy. Since we have calibrated
P–W relations for Galactic Cepheids, we can calibrate the
absolute Wesenheit magnitudes in WJ H, for individual M31
Cepheids. We use these calibrated absolute magnitudes
together with the Wesenheit magnitudes for M31 to find the
distance modulus for each M31 Cepheid independently. We
remove the s3 outliers in the calculated distance moduli and
take the mean value to be the distance modulus to M31.
However, we note that the P–W relation in WJ H, for the
Cepheids in M31 is steeper as compared to the Galaxy and the
LMC. Therefore, we observe a trend as a function of period in
the distance moduli for Cepheids in M31. The mean distance
modulus to M31 Cepheids using the Galactic calibration is
found to be m = 24.42 0.20M31 mag. Similarly, we also
make use of the calibrated P–W relation in WJ H, for the LMC
Cepheids to determine distance moduli of Cepheids in M31.
We consider an error-weighted mean to find a true distance

modulus to M31 of m = 24.50 0.19M31 mag, using the
LMC calibration.
These results are again consistent with previous studies

(Stanek & Garnavich 1998; Ribas et al. 2005; Vilardell et al.
2006, 2010; Riess et al. 2012; Valls-Gabaud 2013). The
values of mean distance modulus for M31 Cepheids obtained
using both Galaxy and LMC as calibrators are given in
Table 11. The larger error in distance moduli for M31 can
be attributed to a greater scatter in the random-phase P–L
relation obtained from the single epoch observations from the
PHAT survey. However, our results are still in excellent
agreement with the “concordance” distance modulus of
m = 24.46 0.10M31 mag from de Grijs & Bono (2014).
We also note that Wagner-Kaiser et al. (2015) determined a
distance of 24.51±0.08 mag to M31 using long-period
( >P 10 days) Cepheids and the P–W relation in HST filters.

5. DISTANCES TO LOCAL GROUP GALAXIES

We compiled published NIR mean magnitudes for Cepheids
in other Local Group galaxies. Recently, Ngeow et al. (2015)
derived the P–L relations for Cepheids in SMC at multiple
wavelengths. They used the 2MASS counterparts of OGLE-III

Figure 7. NIR P–L and P–W relations for the M31 Cepheids. The solid line
represents the best fit linear regression to the data points.

Table 9
M31 Cepheid NIR P–L and P–W Relations

Band Slope Intercept σ N

J −2.839±0.040 19.331±0.011 0.214 440
H −3.056±0.033 18.913±0.009 0.173 440
WJ H, −3.409±0.035 18.231±0.010 0.183 440

Table 10
Comparison of Slopes of the M31 P–L and P–W Relations with

Galaxy and LMC

Galaxy Slope Src T∣ ∣ p(t)

J M31 −2.839±0.040 TW K K
MW −3.127±0.076 TW 3.44 0.00
LMC −3.156±0.004 M15 10.29 0.00

H M31 −3.056±0.033 TW K K
MW −3.164±0.074 TW 1.53 0.13
LMC −3.187±0.004 M15 5.08 0.00

WJ H, M31 −3.409±0.035 TW K K
MW −3.223±0.076 TW 2.52 0.01
LMC −3.157±0.014 TW 7.64 0.00
LMC −3.373±0.008 I13 1.53 0.13

Note. Source: TW—This work, M15—Macri et al. (2015 and erratum), I13—
Inno et al. (2013).

Table 11
M31 Distance Moduli

Calibrator mM31 Published Source

Galaxy 24.42±0.20 24.44±0.12 R05
24.36±0.08 V10

LMC 24.50±0.19 24.38±0.06 R12
24.46±0.10 D14

Average value = 24.46±0.20

Note. The values of distance modulus for M31 compiled from literature are
taken from the sources : R05—Ribas et al. (2005), V10—Vilardell et al.
(2010), R12—Riess et al. (2012), D14—de Grijs & Bono (2014).
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SMC fundamental-mode Cepheids and applied random phase
corrections to obtain mean JHKs magnitudes. Also, Rich et al.
(2014) determined the distance to NGC 6822 using previously
published and newly obtained data in multiple bands. The JHKs

band photometry was calibrated to the 2MASS system. We
make use of NIR J and Ks mean magnitudes from these studies
in our analysis. The Cepheids in IC 1613 were observed by
Scowcroft et al. (2013) using the FourStar NIR camera at Las
Campanas and the mean magnitudes are available in JHKs

bands. We also use J and K observations from the Araucaria
project for Cepheids in IC 1613, M33, WLM, NGC 3109,
NGC 300, NGC 55, NGC 247 (Gieren et al. 2005,
2008a, 2008b, 2013, 2009; Pietrzyński et al. 2006; Soszyński
et al. 2006). All these mean magnitudes are transformed to the
2MASS system using color transformations as discussed in
previous sections.

We determine the distance moduli to these Local Group
galaxies using the WJ K, s P–W relation. We prefer the P–W
relations because they are independent of extinction correc-
tions. We use a global fit to all Cepheids in the Local Group
galaxies having WJ K, s Wesenheit magnitudes. Therefore, the
Wesenheit magnitude Wi j, for the jth Cepheid in ith target
galaxy is defined as:

m= + +W M b Plog , 5i j i w w i j, ,1 , ( )

where mi is the distance moduli to the target galaxy, and Mw,1 is
the Wesenheit magnitude of a Cepheid with P= 10 days in the
calibrator galaxy (LMC and/or Milky Way). The parameter bw
is to be determined using the global fit and represents the slope
for all Cepheids in the sample. We solve the matrix equation
y= Lq using the minimization of c2 as discussed in Riess et al.
(2009). We use WJ K, s magnitudes for the Galaxy and LMC
separately in the above equation to determine distances to other
galaxies. We also use a combined calibration based on Galactic
and LMC data. The metallicity gradients of Local Group
galaxies are based on the Te scale and adopted from Sakai et al.
(2004), Bono et al. (2010), and Fiorentino et al. (2012). We
apply the metallicity corrections for calibrations based on the
Galaxy and LMC such that m m g= + D log O Hi i,0 ( [ ]),
where D log O H[ ] is the difference in mean metallicity

between the target and the calibrator galaxy and
g = - 0.05 0.06 mag dex−1 is adopted from Bono et al.
(2010) for WJ K, s. The mean metallicity values in this scale for
the Galactic and LMC Cepheids are 8.60 and 8.34dex,
respectively. However, we do not apply a metallicity correction
when we use the combined Galactic+LMC calibration in the
global fit. The estimated values of the distance moduli are
presented in Table 12. The uncertainties in the distance moduli
obtained from the global fit are only statistical; we also add in
quadrature the systematic uncertainty in the zero-point of the
calibrator relations to arrive at the final values.
We note that the distance moduli obtained for IC 1613 are in

good agreement with the results based on P–L relations by
Pietrzyński et al. (2006) and Scowcroft et al. (2013). However,
there is a large offset (∼0.2 mag) in the Ks magnitudes for
Cepheids in common between these two studies. Using the
Pietrzyński et al. (2006) data for our P–W analysis yields a
distance modulus consistent with previous work, indicating a
problem with the calibration of the Scowcroft et al. (2013) data.
We compare our results with recent TRGB and Cepheid
distances available in the literature and find good agreement.
The difference in Cepheid and TRGB based distance estimates
as a function of metallicity is shown in Figure 8. We do not
observe any significant trend in estimated distances as a
function of metallicity. Furthermore, the metallicity correction
leads to a difference of ∼0.06 mag in distance modulus for
metal poor galaxies (WLM, IC 1613, SMC), while the mean
difference is ∼0.03 mag with or without metallicity correction
for other Local Group galaxies. The global fit results in a
universal slope of −3.244±0.016 for the WJ K, s Wesenheit
relation for Cepheids in Local Group galaxies. We also note
that our distance estimates are consistent for a large metallicity
range < + <7.7 12 log O H 8.6[ ] dex and therefore, our
calibrator relations can be applied to future observations of
Cepheids in more distant galaxies.

6. CONCLUSIONS

In the present analysis, we analyzed P–L and P–W relations
for Cepheids in the LMC, the Galaxy, and M31 at JHKs

wavelengths. We also determine the distances to LMC, M31

Table 12
The Distance Moduli to Local Group Galaxies Using a Global Fit

N Met. Calibrator Published

Galaxy LMC Galaxy+LMC TRGB References Cepheid References

WLM 29 7.74 24.85±0.11 24.88±0.08 24.92±0.07 25.12±0.15 G11 24.92±0.04 G08
IC 1613 23 7.86 24.20±0.10 24.22±0.07 24.26±0.07 24.24±0.10 G11 24.29±0.04 P06
SMC 602 7.98 18.96±0.08 19.00±0.05 19.03±0.05 18.98 R07 18.96±0.02 D15
NGC 55 36 8.05 26.34±0.09 26.35±0.06 26.37±0.06 K K 26.43±0.04 GI8
NGC 3109 69 8.06 25.45±0.09 25.47±0.06 25.49±0.06 25.42±0.13 G11 25.57±0.02 S06
NGC 6822 20 8.14 23.39±0.08 23.41±0.06 23.43±0.06 23.26±0.10 G11 24.38±0.02 R14
NGC 300 15 8.35 26.26±0.10 26.28±0.07 26.29±0.07 26.48±0.04 R07 26.37±0.05 G05
NGC 247 10 K 27.57±0.12 27.58±0.09 27.60±0.09 K K 27.64±0.04 G09
M33 24 8.55 24.60±0.08 24.61±0.06 24.62±0.06 24.71±0.04 R07 24.62±0.07 G13

bw −5.980±0.072 −6.009±0.050 −6.010±0.049
Mw,1 −3.238±0.027 −3.249±0.019 −3.244±0.016

Note. The metallicity ( +12 log O H[ ]) values are taken from Sakai et al. (2004), Bono et al. (2010), and Fiorentino et al. (2012). The published values of distance
moduli are taken from the sources : G05—Gieren et al. (2005), G06—Gieren et al. (2006a), S06— Soszyński et al. (2006), P06—Pietrzyński et al. (2006), R07—Rizzi
et al. (2007), G08—Gieren et al. (2008b), GI8—Gieren et al. (2008a), G09—Gieren et al. (2009), G11—Górski et al. (2011), F12—Feast et al. (2012), G13—Gieren
et al. (2013), R14—Rich et al. (2014), D15—de Grijs & Bono (2015).
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and other Local Group galaxies. We summarize our conclu-
sions arising from this study.

1. We use JHKs data for Cepheids from LMCNISS (Macri
et al. 2015) to derive new P–W relations at these
wavelengths. The relations for fundamental-mode Cep-
heids are based on a sample size nine times larger than
the previously published time-series results. The first-
overtone P–W relation is calibrated for the first time with
phased light curve data, as opposed to random single-
phase observations.

2. We obtain a new calibration of Galactic Cepheid P–L and
P–W relations based on distances from various methods,
taking into account the intrinsic scatter of each technique.
Our results bridge the inconsistency between Galactic P–
L relations based on independent distances and P–L
relations derived using Wesenheit distances. We find our
results are consistent with most of the previously
published work, considering the large intrinsic scatter in
Galactic relations.

3. We use the new LMCNISS data to provide an
independent estimate of the distance to the LMC. Using
Galactic calibrations, we determine m = 18.47LMC , with
a total statistical uncertainty of±0.07 mag, which is in
excellent agreement with the value from Pietrzyński et al.
(2013) based on late-type eclipsing binaries. However,
our error estimates do not include the unknown
systematic uncertainties.

4. We derive new P–L and P–W relations for Cepheids in
M31, based on the observations from the PHAT survey.
We develop theoretical transformations from HST filters
F110W and F160W to 2MASS J and H-bands. Although
the relations are based on random-phase observations, the
highly accurate HST observations help to reduce the
observed dispersion in P–L and P–W relations.

5. Using Galactic and LMC WJ H, Wesenheit relations as
references, we estimate a distance modulus for M31 of
m = 24.46 0.20M31 mag, in excellent agreement with
recent determinations (Riess et al. 2012; Valls-Gabaud
2013; de Grijs & Bono 2014).

6. We apply a simultaneous fit to Cepheids in Local Group
galaxies, using the Galaxy and LMC as calibrators, to

obtain a global slope of−3.244±0.016 mag dex−1 in
WJ K, s and estimate robust distances, which are found to be
consistent with previous results based on TRGB and
Cepheids. We do not find a significant metallicity effect
at these wavelengths.

7. Our absolute calibration of the Galactic and LMC
relations provides accurate distances for Local Group
galaxies with a wide metallicity range
( < + <7.7 12 log O H 8.6[ ] )dex. In combination with
higher-quality NIR light curves for Cepheids at greater
distances, they can be used for further improvements in
the precision and accuracy of the distance scale.

An upcoming study based on LMCNISS data (Bhardwaj
et al. in preparation) will include a statistical analysis of
nonlinearities in the Leavitt law at VIJHKs wavelengths and its
impact on the distance scale and in constraining theoretical
pulsation models.
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APPENDIX
A COMPARISON OF P–L AND P–W RELATIONS

We use our LMCNISS JHKs mean magnitudes to determine
a distance to the LMC with published NIR Galactic P–L
relations listed in Table 7. We present the LMC distance
moduli obtained using these P–L relations in Table 13. We note
that the distances in H and Ks bands are considerably smaller
using P–L relations from Fouqué et al. (2007) and Storm et al.
(2011). Similarly, the J-band P–L from Ngeow (2012) leads to
a relatively greater value of LMC distance as compared to

Figure 8. Comparison of Cepheid and TRGB distances to Local Group
galaxies as a function of metallicity.

Table 13
Comparison of LMC Distances Using the Published Galactic P–L Relations

Source J H Ks

F07 18.44±0.05 18.32±0.05 18.37±0.06
S11 18.40±0.06 18.38±0.06 18.40±0.07
N12 18.56±0.05 18.47±0.05 18.50±0.05

Note. The source column represents the calibrator P–L relations from : F07—
Fouqué et al. (2007), S11—Storm et al. (2011), N12—Ngeow (2012).
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Pietrzyński et al. (2013). We explore the reasons for possible
discrepancy among these relations and compare with our
Galactic P–L relations derived in the present study.

Ngeow (2012) used a method involving the Wesenheit
function to derive distance moduli for a large number of
Galactic Cepheids and found a marginal average difference
(−0.061–0.009) with published distances. This method was
also calibrated against HST parallaxes but the uncertainties
listed in that work are only statistical errors. It is important to
note that even though the Wesenheit distances are consistent
with other methods, there is a significant change in the slope
and intercepts of P–L relations from Ngeow (2012) with
Fouqué et al. (2007) and Storm et al. (2011). Interestingly, our
results based on various distances are very consistent with
Ngeow (2012).

We find that our slopes for JHKs P–L relations are consistent
with Fouqué et al. (2007), Storm et al. (2011), and Ngeow
(2012) as >p t 0.05( ) , in all the bands. However, the intercepts
of P–L relations show mixed results, with most of them being
consistent with published work. The intercepts of JHKs P–L
relations are in excellent agreement with Ngeow (2012) but
relatively smaller than Fouqué et al. (2007) and Storm et al.
(2011). The t-test suggests that the zero-points of our P–L
relations are statistically different from Fouqué et al. (2007) but
the zero-point of the H and Ks-band P–L relations are
statistically similar to Storm et al. (2011), with the J-band
zero-point again being significantly different. We also note that
the dispersion in our P–L relations is similar to that of Storm
et al. (2011), whereas we have increased the sample size nearly
1.5 times. The discrepancy in results with Fouqué et al. (2007)
is mainly due to significantly different sample sizes.

We test the difference in zero-points with Fouqué et al.
(2007) and Storm et al. (2011) by comparing the properties of
P–L relations derived using only Cepheids common to these
samples. We find that the difference in zero-points of the two
set of P–L relations is reduced on average by 0.02 mag.
Therefore, the slope and intercepts of our P–L relations are not
significantly different from published work. A small contribu-
tion to this difference in intercepts may be due to the inclusion
of few first overtone stars (for example, FN AQL, V496 AQL,
and Y OPH) in Fouqué et al. (2007) and Storm et al. (2011).
These stars are not considered in our sample, following Ngeow
(2012). Our results for the P–W relation in WJ K, s are also
consistent with the findings of Storm et al. (2011).

We also compare the slopes and intercepts of Milky Way
and LMC Cepheid P–L and P–W relations. From Tables 3 and
7, we find that the intercepts of both P–L and P–W relations for
the Galaxy and the LMC are essentially similar in all the bands.
The t-test results, given in Table 14, also provide evidence of
statistically equal zero-points under a 95% confidence level.
Furthermore, the slopes of the P–L and P–W relations for both
the Galaxy and LMC are also very similar except in WJ K, s and

WH K, s. This difference in the slopes of the Wesenheit relations is
mainly due to the insignificant contribution of color terms in
Galactic Wesenheits, which leads to greater dispersion than
P–L relations. This provides further empirical evidence that at
NIR wavelengths, P–L and P–W relations for Cepheids are
universal and the zero-points are independent of metallicity
effects (Gieren et al. 2006b; Fouqué et al. 2007; Monson
et al. 2012).
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